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МАТЕМАТИКА

И. И. ОГИЕВЕЦКИЙ

О МЕТОДЕ СУММИРОВАНИЯ С. Н. БЕРНШТЕЙНА

(Представлено академиком С. Н. Бернштейном 19 XII 1959)

Положим tn — 2 ak cosmka.n, от — целое, а„ = ~. Если lim tn = s, 
k=0 M + l я->оо

co

то говорят, что ряд 2аА суммируется методом (Б, т) к s (\3). 
*=0

Лемма 1. Если ряд 2 ak суммируется методом (С, г), г >—1, 
k=0

к s, т )н суммируется методом (Б, т)к тому же числу s, где т — 
ближайшее целое, большее г.

Очевидно, что ряд 2 ak суммируется методом (С, т) к s. Приме- 
^=0

няя преобразование Абеля (т+1) раз, получим
• п

tn = 2cosm ^а«=
k=0 

'п
= 2 COSmbc„+ 2^^A. C0Sm(n-k)a-4 =

fe=O *=0

= ^^ЛГА^ С08тЫя+ 2 (1)
*=0 Л=0

где — чезаровская сумма порядка т ряда ^ак", чезаров-
ское среднее порядка т ряда 2 а^

*=о
Др COSm^«n = Др-1 cosm^an — Др_1 cosm(k + 1) Кп, Р = 2’ • ' •’

Д. cos”*«„ = cos-ta.; 4« = = О

Так как 2m cosmAa„ = 2 (eikan (т~^\ то 2"г ^mka.n — 
;=о '

= 2 (т ) Др eihan <т—2П. Но, вследствие (2),
у=0 Р .

iman (ky -А) — г та -,р /П\

Бр elkman = е 2 р Г 2 sin j ■

Отсюда (р.
iman [k+P\M^ г . (m-2j)an Г (4)

2тДр cos та.п = е і 2J 2 2 ( ,• ) I 2 sin------2----- J
;=о
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Так как an = O(l/n), то
| Др cos'" йа„ | = О (1/пр), р = 1, 2,... (5)

Используя (4), получим
_ . т ( b\ ima" V -2/>“п("-у)г . (От_2/)ап/
2'"Д^со8т(и—й)ап=е 2л • ) е I 2 sinv»

- 7=0 J 7 2
k = 0, 1,.... m — 1. (6)

Ho

2 P r21in и-гр., 1»
Um r----jL----- 2---- £ = J_ 2 (- 1И («-2Л* (”) =

n -°0 12 sinI ■ m /=0

m k k , k

Ш(- О 2 a, r=4 2 Ai 2 (-1 v У (?) =0 (6'>m -J 7 i=0 its 17=0 7 7 J

ввиду того, что S (—1 )>/("'^ = 0, i — 0, 1,..., m— 1.
Из (6), (б') и a„ = O(l/n) следует, что

|Дт,С08т(п — /г) а„ | = 0(1/«^) о (1), k — 0, 1,..., tn — 1. (7)
Из (3) и (5) вытекает

2 AT ! Am+i cos'" &а„ I Л4 (М не зависит от п). (8)
й=0

Для ряда 1 + 0 + 0 + ... п = 0, 1, ... Подставляя в (1):

1= 2 Д* Дт+і cos'” ^an + 2^-4 Д* cosm(n —/г) ап; (9)
*=о *=э

умножив обе части (8) на s и вычитая из (1), получим

tn — s = 2 ^k"'1—s) AT ^n+}COSmkxn+

+ — S) X^.„,Amcosm (n — т)лп +

+ 2 sn-k cos'” (tl — a„ — S 2 Ап-Ь А* С°5т (и — 
fe=0 *=0

Выберем такое n0, что для | “ s ! <Cs/8yW, и такое /V,
что при | Am+1cosmbcrt|<e/8(«o + LD' 1, •••-«о, где 
L = max {k = 0, 1,..., n0; \^m) — s\<D, k = 0, 1, 2,...

Тогда для всех «Д>М вследствие (8),

2(4m)-s) АТ Дт+і cos^a,.
*=о

Так как lim <т<(т) = s, то (4)

£

■V’

n—(m+D
2
="о“

£
т*

st.* = o[(n —й)'Ч й = 0, 1, 2...........т—\. (И)

Вследствие суммируемости ряда S аь в смысле (С, т) и (5) най- 
Л—о

дется такое Р, что при п^>Р второй член в (10) будет меньше е/4; 
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из (7) и (И) следует, что найдется такое Q, что при третий член 
в (10) будет меньше е/4; из (3) и (7) — найдется такое R, что при 
n>R четвертый член в (10) меньше е/4. Отсюда для всех 
n>max(^ Р, Q, R) \tn — sKe. Для частного случая т = 2 этот 
результат был установлен Харшиладзе (2).

Следствие. Метод суммирования (Б, т) регулярен.
Действительно, вследствие леммы 1 и регулярности метода Чезаро,

ОО

предполагая ряд S аь сходящимся, будем иметь 
л=о

ОО со со

(Б, т) Иш 2 а* = (с- г) 2 аь = 2 °*-
^—0 k=Q £—0

Теорема 1. Метод суммирования (Б, т + 1) сильнее метода 
суммирования (С, г), — 1, где т — наименьшее целое, большее г.ОО

Рассмотрим ряд S Uk с последовательностью гельдеровских сред-

них Н(.т} = 1, Яіт) = 0, = 1,... Последовательность гельдеровских
°° On+П + н\т'>у...+>

средних (т + 1)-го порядка ряда S uk Нп =-----------г-гп----------  
*=0 " + 1

ОО

и ='0, 1, 2,..., сходится. Следовательно, ряд S iik не суммируется 
л=о

методом (Н, т), но суммируется методом (И, т + 1). Так как метод 
Гельдера эквивалентен методу Чезаро, то отсюда следует, что ряд

ОО

S Uk не суммируется методом (Н, т), но суммируется методом 
А=0

оо

(//, т + 1). Следовательно, ряд S Uk также не суммируется методом о
(С, г) (так как т г), но, вследствие доказанной леммы, суммируется 
методом (Б, т + 1). Так как, с другой стороны, вследствие этой же 
леммы, любой ряд, суммируемый (С, г), суммируется (Б, т + 1), то 
метод суммирования (Б, /п+1) сильнее метода (С, г), r> —1.

Определение. Последовательность s0, sb s2,... суммируется 
методом (МС, 1) (3) к s, если существует lim tn = s, где

п—>со П
tn = Va + <тп+1), an = ~ У, Sv. (12)

v=0

Лемма 2. Если последовательность s0, sb s2,... суммируется 
методом {MC, 1) к s то

п-»оо А=1 й

Действительно, из (12) следует

= 4( - 1)« {^ - ^ + ...+ (- 1)п-3 ^ 2) + + 2 (- 1)"+1 - 

или

(13)
р=3
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где Ап = — (tx +... + £n_2) (n нечетн.), An = — (^ + ... + tn^2) (n четн.), 
о-'. / Пл I ~ ^+ •••+(—1)P—3 fp_2] ~

^>p = (— lr I---------------- - ------------ -— p Гак как из существования hm tn
следует, что предел среднего арифметического последовательности 

— ^2> ^з,—^4, ••• равен нулю, то из (13) вытекает лемма 2.
Теорема 2. Из суммируемости метода (МС, 1) следует сум­

мируемость методом (Н, 2).
Из существования lim tn и сп = 2 (— 1)я —t2 + .„ + (— I)"-2 +

П—>оо

+ (— 1 )n+1 егг следует, что
ап = о(п). [(14)

гл ^1 + • • • + а„ + • • • + °П—1 1 v °1 I аМ-1Из тождества —------------ —-—----- —— = — -к---- "от Н—П П п й=1 й м
где an-i = (so + . . . + sn_i) I п, леммы 2 и (14) получим

lim ----- —-2=2 _ |jm — S-
n—>oo n n—><»

Так как метод суммирования (МС, 1) эквивалентен (Б, 1), а метод 
суммирования (И, 2) эквивалентен (С, 2), то справедлива теорему 3.

Теорема 3. Из суммируемости методом (Б, /) следует сумми­
руемость методом (С, 2).

Следствие. Из суммируемости методом (Б, 1) следует суммируе­
мость (Б, k), ^^>2.

Действительно, из суммируемости (Б, 1) вытекает суммируемость 
(С, 2), откуда вытекает (лемма 1) суммируемость (Б, k), k ^-2.

Теорема 4. Методом суммирования (С, 2 + а), а > О, сильнее 
метода суммирования (Б, 1).

Для доказательства необходимо построить ряд, суммируемый 
(С, 2 + а), а>0, но не суммируемый (Б, 1).

ОО

Рассмотрим ряд 2 Uk с последовательностью гельдеррвских сред-
А=0

них второго порядка Яо2) = 1, #і2) = 0, И^ = 1, Яз2) = 0,... По­
следовательность средних третьего порядка сходится. Следовательно, 

ОО

ряд 2 Uk суммируем (И, 3), но не суммируем (И, 2). Так как гель- 
А=0

деровский метод суммирования эквивалентен чезаровскому, то ряд
2 иь будет суммироваться (С, 3), но не будет суммироваться (С, 2), 

k=0
а следовательно, и методом (Б, 1). Из ограниченности (И, 2)-средних

ОО ОО

вытекает ограниченность (С, 2)-средних ряда 2 и^ Итак, ряд 2 ик
А=0 Л=0

суммируется (С, 3) и имеет ограниченные (С, 2)-средние, следовательно
(4), он суммируется (С, 2 + а), а>0. Таким образом, ряд 2 w* удов- 
летворяет всем поставленным условиям.

Поступило s
13 XI 1950
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