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FOSTERING THE POLITICAL CULTURE OF STUDENTS

The object of the article research is the political culture of students, the subject is modern approaches to its upbringing in the
educational, informational and extracurricular space of the university. The relevance of the research is determined by the search for the most
justified and effective approaches and methods of educating students of such semantic elements of political culture as love for the Motherland,
peacefulness, respect for the memory and sacrifice of victorious ancestors, continuity of development, social justice, responsibility for the
future. The purpose of the work is to identify the negative and favorable factors determining the formation of'the political culture of student
youth, to identify the most in—demand mechanisms in modern conditions for the education of political culture based on high humanistic,
patriotic and democratic ideals, achievements of national socio-political thought and national experience of state building.
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METO/IUKA UCIIOJIb30BAHUS BOJIBIINX SI3IKOBBIX MOJIEJIEMN
JJIs1 CAMOTIOATI'OTOBKHU CTYAEHTOB

IIpennaraercs MHTEpaKTHBHAS CHCTEMA JUIsl CAMOIIOTOTOBKH CTYICHTOB Ha OCHOBE OOJIBINNX sA3BIKOBBIX Mozeneit (LLM). Pa3-
paboTaHa MHOTOKOMIIOHCHTHAsI apXUTEKTYpa CUCTEMEI, BKITFOUAIOIIAs KIIHEHTCKYIO U CEPBEPHYIO YaCTH, a TAK)KE BBIOPAHBI AITOPUTMBI
KBaHTOBAHUS ISl CHIDKCHHUS TPeOOBaHMI K BEIYMCIHTEIBHEIM pecypcaM. OnrcaHa METONONOTHS CO3[aHuUs CUCTEMBI, BKITIOYAIOIIAs
MOATOTOBKY JIAaHHKIX, (aiftH-TroHMHT LLM 1 pa3paboTKy moib30Barenbekoro uarepeiica. [IpuBeneHsl pe3ynbrarbl TECTUPOBAHUS MO-
nema Qwen 2.5 32B.

Knroueswie cnosa: LLM, nmuanorosasi, CaMOTIOATOTOBKA, ITU(POBO ABOWHUK, NLP, omeHKa CTyICHTOB.

B coBpemenHOM Mupe, rie 00beM HHPOPMAIHH PacTeT SKCIOHCHIMAIBHO, () (DEKTHBHAS CAMOIIOITOTOBKA CTAHO-
BUTCS KJIFOYEBBIM (DAKTOPOM ycmexa JUisi CTYACHTOB. TpaJuIIMOHHBIC METOABI O0yYCHHS, TAKHUE KaK YTCHUC YICOHUKOB U
MPOCIYIIUBAHUE JICKIUIA, HE BCEra 00CCIICUNBAIOT TOCTATOUHYIO HHTEPAKTUBHOCT U TIEPCOHAIM3AIUI0, HEOOXOIUMBIC
JUTS TTyOOKOTO YCBOSHHS MaTepraia. B cBs3u ¢ 3TuM, pa3paboTKa U BHEJAPEHNE THATOTOBBIX CHCTEM Ha OCHOBE 00paboT-
Ku ectecTBeHHOTO si3bika (NLP) mpezcraisercs NepcreKTUBHBIM HAIIPaBICHUEM B chepe 00pa3oBaHHs.

Cero/iHsi MHOTHE CTYJCHTBI CTAJIKUBAIOTCS C TPYAHOCTSIMU B TPOLIECCE CaMONOAroToBKu. OTCYTCTBHE MEPCOHAH-
3MPOBAHHOT'O MOAXO0JIa U MTHOBCHHOW OOpPATHOW CBSI3M MPUBOAUT K TOMY, YTO OHU TPATAT MHOTO BPEMCHH BIIYCTYIO, HE
BCEr/a yCBauBasi MaTepuai JODKHBIM oOpa3om. [IpenogaBarenu, B CBOIO O4epe/lb, IEPETPYKESHBI PYTUHHBIMU 33Ja4aMH,
YTO OrPAHUYUBAET UX BO3MOXKHOCTh MHMBUIYaTbHON paOOThI CO CTYACHTAMH.

OnHUM U3 TEPCICKTUBHBIX HAMPABICHUI Pa3BUTHUS JUAJOTOBBIX CUCTEM SIBIISICTCS HCIIOIh30BAHUC MHTEP(EHCOB,
UMHTHPYIOIIUX €CTECTBEHHYIO KOMMYHHKAIMIO MEX/y IIPETo/aBaTesieM | CTYIeHTOM. [IJisi JOCTHIKEHHUS ITOU LIS pe-
JIaracTcs UCIOJIb30BAaHUE TEXHOJIOTHI CHHTE3a PEYH U BU3YaJIM3alliH, BKIIOUAsk METObI TUN(EHK U aHUMAIMK (OTOrpa-
¢buit, i co3nanus UG POBOTO TBOWHNUKA TIPEoiaBaTelisl. DTO MO3BOJIUT HE TOJIBKO NIEPCOHAIN3HPOBATH IpoIiecc o0yde-
HUSL, HO M 3HAYHUTENILHO CHU3HUTh ICHXMYECKYIO HArPY3Ky Ha CTYACHTA, CO3/1aBast OLIYIEeHNE OOIICHHS C )KUBBIM YeJI0Be-
KoM. Bu3syanbHOe IpeCcTaBlICHUE MPEIoaBaTelis, Jaxe B TUPPoBOM (opmare, CriocoOCcTByeT HOPMUPOBAHUIO JOBEPUS
W yiydiaet Bocnpusitie nHpopmanuu. Tako# MoIxoa MOKeT 0Ka3aThesi 0COOEHHO () (HEKTUBHBIM ISl CTYIEHTOB, HCIIbI-
THIBAIOIIMX TPYTHOCTH B OOYYCHHUHU WU HYXXAAIOUIUXCS B JOMOJHUTEIFHON HOAIepKKe. BO3MOXKHOCTB 3a/1aTh BOIIPOC B
cBOOOIHO# (hopMe U MOTYUUTh pa3BepHYTHIM OTBET OT LK(POBOro aBarapa MpernoaBarelis, UMHUTHPYIOIETO ero MaHepy
OOIIICHUST 1 MUMUKY, cO371aeT Oosiee KoM(OPTHYIO U JOBEPUTEILHYIO aTMOchepy 00ydeHuHs, CIIOCOOCTBYsI JIydIIeMy yC-
BOCHHIO MaTepHalia 1 MOBBIIICHUIO MOTHUBAIINH.

Pe3synbrarsl HCCIIEI0BAHMS AEMOHCTPUPYIOT HAJUYKE CEPbE3HBIX MPOOJIeM B 00IaCTH CAMOIIOATOTOBKH CTY/ICHTOB,
CBSI3aHHBIX C BBICOKHUM YPOBHEM cTpecca, Hed()(DeKTHBHBIM HCIIOIB30BAHIEM BPEMEHU M PA3IMYMSIMU B BOBJICYCHHOCTU
B 3aBUCUMOCTH OT ycIieBaeMoCTH [1; 2]. DTu naHHBIE TOTIEPKUBAIOT HEOOXOIUMOCTD pa3paOd0TKU U BHEJPEHHUS HOBBIX,
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6osee 23 PEKTHUBHBIX TOIXOA0B K OpraHu3aIMy yueOHOro npouecca, Takux Kak, HanpuMep, IIepCOHAIN3UPOBAHHBIC TUa-
JIOTOBBIE CUCTEMBI, CITIOCOOHBIE 00ECIIEYNTh HHTEPAKTUBHOE 00yUYEHHE, CBOCBPEMEHHYIO 00paTHYIO CBS3b U MOAJIEPIKKY
CTyeHTOB. Taxke HEOOXOMMMO MEPECMOTPETh MOAXO/bI K OPraHU3alMi CaMOCTOSTENILHOM paboThl, CMECTUB aKIEHT C
M30BITOYHOTO KOHTPOJISL Ha OoJiee IIyOOKoe YCBOGHHE MaTepHaa.

Jlist peanu3aniy CUCTEMBI MHTEPAaKTHBHOTO 00y4eHus Ha ocHoBe LLM (Large Language Model — Gonbluas si3p1ko-
Basi MOJIEJIb) MpeUIaraeTcsi UCIOIb30BaTh MHOTOKOMIIOHEHTHYIO apXHUTEKTYpy (PHCYHOK 1), BKIIIOYAIOLIYI0 HECKOJIBKO
KITFOYEBBIX 3JIEMEHTOB.

KnmenTckas yactp, o0ecriednBacT B3aNMOICHCTBIE CTYICHTA C CHCTEMOI 1 MOXET OBITh peal30BaHa B BHJE BeO-
uHTepdeiica, 4To obecreunBaeT JOCTYII € JIIOOOTO YCTPOHCTBA ¢ BeO-Opay3epoM 03 YCTaHOBKH JTOTIOTHUTEIBHOTO TIPO-
TPaMMHOTO 00eCTIedeH ST, MOOMIIBHOTO MPHIIOKEHUS IS JOCTYTIA ¢ TeJIe()OHOB M TUIAHIIETOB, U HHTEpdeiica KoMaHIHON
CTPOKH IJIs1 pa3paboTankoB. BBox mH(OpMay 0CYyIIECTBISIETCS TEKCTOM C KIIaBUATYPHI HIIM TOJI0COM Yepe3 MUKPO(OH,
a BBIBOJI — TEKCTOM, TpadyKOH, ayro- U BUACOMaTEepHaIaMH.

CepBepHas yacthb, BkiIrodaeT API juist cBs3u kinmeHTa u cepsepa, camy LLM, pa3BepHyTYI0 JOKaJIbHO Ha cepBepe ¢
GPU, 4TO 3aIIUTUT OT YTEUKU JAHHBIX, MWJIHM UCIIOJIb3yeMylo yepe3 obnaunbie API, Momyns 00paboTku ecTecTBEHHOTO
si3bika (NLP) s npenoOpaboTku TeKcTa.

Kpowme Toro, cepBepHast 4acTb MOKET OBITH JIOTIOIHEHA 0a30i JaHHBIX /I XpaHEHHs JaHHBIX [10JIb30BaTeleH, HCTO-
UM TMAJIOTOB M Y4€OHBIX MaT€PHAIIOB, MOLYJIb YIIPABICHUS KOHTEKCTOM, KOTOPBIH 3alIOMUHAET NPEIBbIAYIIIE BOIIPOCH! 1
OTBETHI JUIS MOAJECPIKaHHS CBSI3HOCTH JMAJIOra, MOAYJIb aHAJIM3a HAMEPEHHH MOJb30BaTelsl M M3BJIEUEHHS KIIFOYEBBIX
MOHATHIA, MOAYNh ynpasieHus 3HaHuAMu (RAG) g moctyna K BHEIITHUM MCTOYHHKAM HH(POPMALUH, MOIYIb MOHHTO-
pPHUHTa U JJOTHPOBAHUS IS cOOpa CTaTHCTUKH M OTCIIC)KUBAHUS OIITHOOK.

l Kmmeat () (Wek/Mokile)

Cepeep npraoxenuii (Backend) ‘

TTEs

. Create System
Guestion LLM ‘ Y
Prorrt

HITPS v

Cutput

Get FReviews

NLF —————e o —

Pucynox 1 -Ilpeniaraemas apxutekTypa

B3aunmMoneiicTBre KOMIIOHEHTOB MPOUCXOIUT CIICAYIOIUM 00pa30M: CTYJCHT 3aJIacT BOIIPOC uepe3 uHTepdeiic, 3ar-
poc o HTTPS ornpasinsieTcst Ha cepBep, cepBep oOpabaThiBaeT 3ampoc C MOMOIIBI0 MOMIYNICH, OTIPABISCT 3ampoc B
LLM, nonyyaet oTBeT, 00padaThiBacT €ro U OTHPABISACT 00PATHO KIUCHTY.

B kauectBe 6a3oBoii Mogenu LLM mpemnaraercs ucmonb3oBath Moienb Qwen 2.5 32B, kotopast peanu3oBaHa Ha
sI3bIKE IporpamMmupoBanust Python Bepcuu 3.8 wim Boitie, PyTorch Bepcum 2.0 witn BbIIIIe, SBISIONINICS OCHOBHBIM (Qpeii-
MBOPKOM TITyOOKOTO 00ydeHHsI, UCTIONB3yeMBIM JUIS 3arrycka Mozenu, U oubnumotexy Transformers (Hugging Face) Bep-
cuu 4.37.0 win BeIIIIE.

Mognenu Qwen 2.5, Kak u ipyTHe KpyITHbIE A36IK0BBIE Mojieny (LLM) ¢ necsaTkaMu MIIIIHAPIOB TAPaMeTPOB, TIPEIbIB-
JISTIOT BBICOKHE TpeOOBaHMA K ammaparHoMy obecriedenuio (Tadbmuma 1) [3]. DTo cBA3aHO ¢ HEOOXOMUMOCTHIO XPaHEHUS
BECOB MOJICJIH B MAMSTH U BBIOJHECHUS OOJBIIOTO KOJHYCCTBA BEIYUCICHHUI TIPU TCHEPAIIMH TCKCTA.

Tabmmmna 1 — TpeGoBaHus K anmapaTHOMY 00€CIICUSHUIO

I[penBapuTensHO MuHMMaNBHAs IaMATh MuHHMaNbHAs aMsTh
Monens ITamsts GPU (GB) 00yueHHBIE GPU (Tounast HacTpolika GPU (renepanus 2048
TOKEHBI Q-LoRa) (GB) ToKeHOB, Int4) (GB)
Qwen 2.5-0.5B 0.388 22T 5.8 29
Qwen 2.5-7B 4.7 24T 11.5 8.2
Qwen 2.5-14B 9 18.7 13.0
Qwen 2.5-32B 20 - -
Qwen 2.5-72B (BF16) 134.74 (2 GPUs) 30T
Qwen 2.5-72B (GPTQ-Int8) 71 (2 GPUs) 614 48.9
Qwen 2.5-72B (GPTQ-Int4) 41.80GB (1 GPU)
Qwen 2.5-72B (AWQ) 41.31GB (1 GPU)
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YuuThiBas 3HAYUTENBHBIC anmaparHbie TpeboBanus Moaenu Qwen 2.5 32B (tabnuua 1), HE0OOXOAUMO CHU3UTH €&
PeCcypCco€MKOCTh U MOBBICUTH OT3BIBYMBOCTD, TO €CTh CKOPOCTh F'e€HEPALMK OTBETOB. J{JIsl 3TOT0 MpeagaraeTcst UCIoIb30-
BaTh KBAaHTOBAHUE.

Ecnu ni1s 3amycka nosHod mogenn Qwen 2.5 32B tpebyercs, nanpumep, 64 I'b VRAM, 1o nociie KBaHTOBaHHS 3TO
TpeOOBaHUE MOXKET CHU3HUTHCS 110 16-32 ['B, uto mo3Bosut 3amyctuth Moaens Ha GPU ¢ MeHbIIIM 00bEMOM MaMSTH, HO
C BO3MOXKHBIM YXYAILIEHUEM KauecTBa reHepaluu.

Mogens Qwen, Oyayun oOrieli SI35IKOBOI MOAEbI0, TpedyeT noodyuerns (fine-tuning) amst 3 heKTHBHOTO MprMe-
HEHUS B KOHKPETHOH mpeaMeTHOl obmactu [4], HanpuMep, s CAMOTIOATOTOBKH CTYJCHTOB IO OTPEACICHHON AMCIIHII-
mmHe. [Iporecc 1oo00GyueHus 3aKTI09aeTcsl B TOATOTOBKE CIEIHAIBHBIX IPABUII, COACPIKAIINX yueOHbBIe MaTePHAaJIbl MOJIe-
JIM PEJIEBAaHTHBIX YYEOHBIX MATEPHAJIOB, YTO TIO3BOJSET € alalTHPOBATHCSA K CIEIUPHISCKONH TEPMHHOJIOTHH, CTHIIIO
W3JTIOKEHHSI M COZIEPKAHUIO TAHHOW JUCIUTUTIHEIL.

B tabmune 2 npencrasiensl TecThl Monenn Qwen 2.5 32B Ha ckopocTh 0TBeTa M TpeOOBaHMS K pecypcaM B 3aBHCH-
MOCTH OT aJropuTMa KBaHTOBaHus [5].

Tabmuua 2 — CkopocTh 0TBETa U TPeOOBAHHUS K pecypcaM B 3aBUCHMOCTH OT aJITOPUTMa KBAHTOBAHUS

JltMHa BXOIHOTO KBaHTOBaHHe CKOpOCTh TeHepaIii TOKEHOB Tavsts GPU (GB)
TeKcTa (TOKEHOB) (tokens/s)

BF16 17.54 61.58
1 GPTQ-Int8 14.52 33.56
GPTQ-Int4 19.20 18.94
AWQ 14.60 18.67

JltMHa BXOHOTO KBaHTOoBaHHe CKOpOCTh TeHepaIii TOKEHOB Tavsrs GPU (GB)

TeKcTa (TOKEHOB) (tokens/s)

BF16 12.49 63.72
6144 GPTQ-Int8 11.61 35.86
GPTQ-Int4 13.42 21.09
AWQ 13.81 20.81
BF16 8.95 67.31
GPTQ-Int8 8.53 39.28
14336 GPTQ-Int4 9.48 24.67
AWQ 9.71 24.39
BF16 5.59 74.47
GPTQ-Int8 5.42 46.45
30720 GPTQ-Int4 5.79 31.84
AWQ 5.85 31.56

B Tabmure 3 nmpencrarieHa mpou3BOIUTEILHOCTD Moaeneld Qwen2.5 7B-72B miis mMHHOTO KOHTEKCTA [6] Ha TecTe
RULER [7].

Tabnuna 3 — [IpomsBomurenpHOCTH Mozeneit Qwen2.5 Ha Tecte RULER

Moers KonrekcrHoe RULER
OKHO Cpenee 4K 8K 16K 32K 64K 128K
leizfrchB 85.4 96.7 95.1 93.7 89.4 82.3 55.1
Q"Vi?szt-ri‘clt“B‘ 91.4 97.7 96.8 95.9 93.4 86.7 78.1
128K
Qwi’rfllszti':tm' 92.9 96.9 97.1 95.5 955 903 82.0
Quen2 3-72B- 95.1 97.7 97.2 97.7 96.5 93.0 88.4

Takum 00pa3oM, MOXKHO MPEUIOKHUTE CICAYIOIIYI0 METOMOIOTHIO OPraHU3alid WHTCPAKTHBHON CHCTEMBI CaMo-
ITOJITOTOBKH CTYJCHTOB Ha 0a3e LLM:

- OIlpeeNicHHEe MPEeIMETHOW 00IacTH, YETKO ONPENeUTh TUCIHUIUIMHY (HampuMep, «OnepannoHHbIe CHCTEMBD»,
«Jlunetinas anreOpay).

- MMOITOTOBKA JaHHBIX, COOpaTh yaeOHbIe MaTepralbl (YdeOHUKH, JIEKIIUHU, TECThI), OYHUCTUTH U OT(HOPMATHPOBATH
UX B BUJIE «BOIIPOC-OTBETY», pa3feiNTh Ha 00YyUJaIOMIyI0, BATMAAIIMOHHYIO H TECTOBYIO BEIOODKH.
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- fine-tuning LLM, abibpats MeTon ¢aiin-tionnnra (pexomennayercsi PEFT, nanpumep, LoRA), HacTpouTts rumep-
napaMeTpbl U 00y4nUTh MOJIEIIb.

- paspabotka Ul: untepdeiic 11 B3auMOoAEHCTBUS 1OJIb30BATENS C CUCTEMOIA.

- MHTErpauus KOHTeKCTa ¥ 3HaHUH, COXpaHEHHE NCTOPHHU JMANIOra U MOJKIIOYeHNE BHEITHUX HCTOYHUKOB HH(Op-
Mmanuu (RAG).

- IPOTECTUPOBATH CUCTEMY, OLIEHUTh KaueCTBO U Pa3BEPHYTh HA CEPBEpE.
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METHODOLOGY OF USING LARGE LANGUAGE MODELS FOR STUDENTS’ SELF-TRAINING

This paper deals with the development of an interactive student self-training system based on large language models (LLMs).
A multi-component architecture of the system is proposed, including client and server parts, as well as methods for reducing resource
requirements, such as quantization. A methodology for building the system is described, including data preparation, LLM file-tuning,
and user interface development. The results of testing the Qwen 2.5 32B model are presented.

Keywords: LLM, dialog, self-training, digital twin, NLP, student assessment.

YK 372.862;377.1
II. I'. BopaoBckmii

HNPOBJIEMBI IU®POBU3AIIUU OBPA3OBATEJIBHOI'O ITPOLECCA.
HA IIPUMEPE HI'Y UM. I1. ®. JIECTA®TA, CAHKT-IIETEPBYPI'

OOBEKTOM HCCIIEIOBAHMS JaHHON pabOThI SBISIOTCS HPOLECCH M pe3ynbrarhl L poBu3amy U nudpoBoit TpaHchopmMannuu
00pa30BaTenpHOro npouecca. AKTyaabHOCTh pabOThI 3aKIII0YACTCSI B TOM, YTO 334U 110 HH(poBu3anun 1 udpoBoii TpaHchopMannm
00pa30BaTenIbpHOrOo MpoLecca PY peaan3alui B KOHKPETHBIX YCIOBHAX CTAJIKUBAIOTCS C JOBOJILHO OOJBIINM KOJINYECTBOM IPOOIIEM,
pelIeHe KOTOPbIX TPeOyIOT CIIELUAILHOTO aHaIu3a U uccnenoBanus. Llenb paboThl — poaHaIu3upoBaTh OCHOBHBIE IPOOJIEMBI LH}-
poBu3auuu u nudposoii TpaHcopmau 06pa3oBaTeILHOIO IPOLEcca.

Knrouesvie cnosa: nudposusarys, undposas Tpanchopmarms, LMS mnardopmel, 06pa3oBarebHbIiM MPOLECC, AUCTaHINOHHbIC
00pa3oBaTesbHbIC TEXHOJIOTUH.

Beenenue.

O0pa3oBareNbHBIN IPOIIECC B HACTOSINEE BPeMs, Kak U Bce chepbl IKOHOMHUKH Poccun ydacTByeT B mporecce pe-
menns 3aaa4 «Crpareruu pa3BuTua HHGOpMamoHHoro odmecTsa B Poccutickoit deneparnmu Ha 2017-2030 rogsn yT-
BepkKIeHHOU pacnopspkerneM [IpasurensctBa Poccuiickoit @eneparym ot 28 utonst 2017 1. Ne 1632-p. [1]. U, xoTs ctapT
3TOMY mporueccy 0bi1 mojokeH B 2017 roay, MHOTHE poOieMbl udpoBU3aIiy U HUGPOBON TpaHCcHopMaIHK 00pa3oBa-
TEJIBHOTO MPOLECCa OCTAIOTCS He PELIEHHBIMU U HOCSAT CUCTEMHBIH Xapakrep [2, ¢. 5-6].

NMest moBONBHO OONBIION OMBIT PabOTHI ¢ IU(poBU3anKel 0Opa3oBaTeIbHOTO Nporecca, HaunHas ¢ 2009 roxa,
xorna B HI'Y um. I1. @. Jlecradra, Canxr-IletepOypr [3] Ha kadenpe OMoMexaHUKH Hadaid BHEAPSTH paboTy CTYJCHTOB



