2. lIpakTHYecKuil pa3aes 3JIEKTPOHHO-METOAMYECKOr0 KOMILIEeKCa



2.1 MaTepManu AJIA MPAKTHYCCKHUX 3aHATHH N0 JUCHUILINHE

UNIT 1
Graphical user interface (part one)

Vocabulary
augment (v) pacIIMpsTh
bitmapped pacTpoBblii
title bar cTpoka 3arojioBka
overlap (v) nepekpsiBaTh
pop up (V) BBICKaKMBaTh Ha IKpaHE
scroll bar moyioca MpokpyTKU
POp Up Menu BCIUIBIBAIOIIEE MEHIO
envision (V) MpeJBUIETh, PUCOBATh B CBOEM BOOOPaKEHUU
comprehension MoHUMaHUE
derive (V) u3BiekaTh
enhance (v) ycuiuBaTh, yaydiiath
overwhelm (v) omenomMuTh
inevitable Hen30EKHBII
demise npekpareHue aeaTeIbHOCTH
conceive (V) IOHUMAaTh, HOCTUTATh
implementation OCyIlIECTBICHUE, PEATU3ALIH

Exercise 1. Read the text and say which of the following statements
expresses its main idea.

1. The invention of the first GUI comes back to the 30-th of the twentieth
century.

2. It took a long time to develop GUI.

3. Douglas Engelbart made a major contribution to the development of GUL

(1) Like many developments in the history of computing, some of the ideas
for a GUI computer were thought of long before the technology was even
available to build such a machine. One of the first people to express these
ideas was Vannevar Buch. In the early 1930s he first wrote of a device he
called the “Memex”, which he envisioned as looking like a desk with two
touch screen graphical displays, a keyboard, and a scanner attached to it.
However, starting it about 1937 several groups around the world started
constructing digital computers. The perfection and commercial production of
vacuum tubes provided the fast switching mechanisms these computers
needed.



(2) In 1962, Douglas Engelbart published his ideas in an essay “Augmenting
Human Intellect”. In this paper for human intellect, Douglas argued that
digital computers could provide the quickest method to “increase the
capability of a man to approach a complex problem situation, to gain
comprehension to suit his particular needs, and to derive solutions to
problems.” He envisioned the computer not as a replacement, but a tool for
enhancing it. Douglas and his staff worked for years to develop the ideas and
technology that finally culminated in a public demonstration in front of over
a thousand computer professionals in 1968.

(3) The display was based on vector graphics technology and could display
both text and solid lines on the same screen. Douglas’ hands operated three
input devices: a standard typewriter-style keyboard and a small rectangular
box with three buttons near the top, connected to the computer with a long
wire. This was the mouse invented by Douglas himself and built by one of
his engineers. Other input devices had been tried (such as touch screens and
light pens), but user testing found the mouse to be the most natural way to
manipulate an on-screen cursor. With the invention of the mouse came the
invention of the mouse pointer, which in this system was a stick arrow, about
the height of a single character, pointing straight up. This was called “a bug”
by Douglas team, but this term did not survive into modern use.

(4) Douglas Engelbart’s demonstration in 1968 overwhelmed many people.
Xerox upper management, fearing the inevitable demise of their paper-based
company in the ‘paperless” future, decided that they had better make sure
they controlled this new technology. They formed the Palo Alto Research
Center, or PARC, in 1970. PARC invented its own computer in 1973. The
Alto was not a microcomputer as such, although its working components did
fit under the desk. Its most striking feature was its display, which was the
same size and orientation as a printed page, and featured full raster-based,
bitmapped graphics at a resolution of 606 by 808. Each pixel could be turned
on and off independently, unlike the vector-based terminals which could only
display text and straight lines. It also had a keyboard and a modernized
version of Engelbart’s mouse, again with three buttons. The mouse cursor
itself became a bitmapped image, and for the first time took the familiar
diagonal-pointing arrow shape we know today.

(5) At this point the PARC researchers realized that a new visual code
development environment had to be invented. This was Smalltalk, the first
modern GUI. Smalltalk was conceived as a programming language and
development environment so easy to use that a child could understand it, and
in many respects was successful in this goal. Smalltalk was the world’s first
object-oriented programming language, where program code and data could
be encapsulated into single units called objects that could then be reused by
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other programs without having to know the details of the object’s
implementation. It first began to take shape around 1974, and was
continuously updated and enhanced.

(6) Individual windows in Smalltalk were contained by a graphical border,
and stood out against the grey pattern of the background below them. They
each had a title bar on the top line of each window which could be used to
identify the window and move it around the screen. The title bar did not
stretch the full length of the window, but started at the top left and only
extended as far as the title itself. Windows could overlap other windows on
the screen. The concept of “icons” was also invented at this time — small
representations of programs or documents that could be clicked on to run
them or manipulate them. Pop-up menus were also invented at the same time
— the user would click one of the mouse buttons and hierarchical menu would
appear at the last position of the mouse cursor. Also appearing for the first
time were scroll bars, radio buttons and dialog boxes. The combination of
Smalltalk and the Alto was essentially a modern personal computer with a
very similar graphical user interface to the ones we use today. Many of the
PARC team wanted Xerox to market the new, cost-reduced Alto III as a
commercial product but Xerox management declined.

Exercise 2. Give the number of the paragraph which says about:

a) the invention of a mouse;

b) the idea of building a GUI computer;

c) the origin of the first GUI;

d) the construction of the first digital computer;

e) Engelbart’s contribution to the development of input devices;
f) the first computer display;

g) the origin of a modern computer;

h) the advantages provided by a digital computer;

1) the invention of the concept of icons;

J) the devices which provided a computer with fast switching mechanisms;
k) the world’s first object-oriented programming language.

Exercise 3. Define whether the following statements correspond to the
content of the text (yes, no).

I. A computer has been designed to improve the intellectual abilities of a
human being.

2. The first GUI was composed of two touch screen graphical displays and a
keyboard.



3. A title bar was invented by Douglas Engelbart.

4. PARC invented their own computer in order to control the technology
being the latest one in 1968.

5. Pop-up menus were being invented along with a title bar and the concept
of “icons”. Windows on the computer screen cannot overlap each other.

6. The first object-oriented programming language was invented at the very
end of the 20th century.

7. Fast switching mechanisms of a computer were provided by improving
vacuum tubes.

8. It was Douglas Engelbart who designed the device called mouse.

9. Originally, the mouse cursor did not have a diagonal-pointing arrow.

10. Douglas Engelbart’s inventions did not impress the world of business.

11. It took D. Engelbart and his team quite a short time to make all their
inventions.

Exercise 4. Match the terms with their definitions.

1. augment a. to lie over and partly cover something.

2. title bar b. a horizontal or vertical bar that contains a box that
is clicked and dragged up, down, left, or right in order
to scroll the screen.

3. pop-up menu c. cessation of existence or activity.

4. derive d. to think of or create (something) in the mind.

5. bitmapped graphics e. the section at the top of a window that contains the
name or description of the window.

6. demise f. a rectangular pattern of parallel scanning lines
followed by the electron beam on a television screen
or computer.

7. overlap g. obtain something from (a specified source).

8. implement h. to enlarge in size, number, strength, or extent.

9. overwhelm i. to appear very quickly or suddenly.

10. inevitable J- incapable of being avoided or prevented.

11. enhance k. to picture in the mind; imagine.

12. conceive L. to put into practical effect; carry out

13. raster m. a menu that appears on the display when the user

changes the state of a button or makes a selection
from a menu bar.

14. scroll bar n. it differs from vector graphics which usually
cannot be enlarged or reduced without producing
jagged lines or distorted images.



15. pop up 0. to affect deeply in mind or emotion, to affect
(someone) very strongly.

16. envision p. to make greater, as in value, beauty, effectiveness
to picture in the mind.

Exercise 5. Give your own interpretation of the following words and
word combinations used in the text.

independently, replacement, rectangular box, encapsulate, enhance, identify,
cost-reduced product, commercial product.

Exercise 6. Answer the following questions.

1. When did the first ideas for GUI computers originate?

2. What was the main purpose of inventing a digital computer in Doulas
Engelbart’s opinion?

3. What is the difference between bitmapped and vector graphics?

4. What devices were invented by Engelbart’s team?

5. What were the advantages of the computer invented by PARC?

6. What developments led to the development of a modern personal
computer?

Exercise 7. Make up the plan of the text and render its content.

UNIT 2
Graphical user interface (part two)
Vocabulary

pull down menu pa3BopaunBaroIIeecss MEHIO

checkmark ramouka

keyboard shortcut knaBuitHas KoMOMHAIMS OBICTPOTO BHI30BA
widget anemeHT unrepdeiica

tiled windows «Mo3an4HbI€» OKHA

shortcut sipibIK

squeeze (V) C)KUMATh

zoom (V) yBEJIMYMBATH MacIITa0

trash HenyxHast uaH)OpMaIUs

abandon (V) oTMeHUTH



bevel ckomIeHHBIH, KOCOH

mimic (V) UMUTHPOBATh

consistent eIMHO0Opa3HbIE IO CTUITIO, IO YIIPABICHUIO
vendor MOCTaBIIMK, TPOU3BOAUTEIb

SUrvivor COXpaHHBIIIHICS, TIPOI0JDKAIOIINNA CYIIIECTBOBATD
lack (v) ucnibITHIBaTH HEOCTATOK

debut (v) nebrotupoBath

swipe (V) CKOJIb3UTh

font mpudt

Exercise 1. Read the text and say which of the following statements
expresses its main idea.

1. The most important changes in GUI began in 1976.
2. The GUI advance was the result of efforts of some people.

3. It was Bill Gates who made the greatest contribution to the development of
GUIL

(1) The most important of GUI pioneers was a small startup founded in
garage in1976 by Steve Jobs and Steve Wozniak, called Apple Computer.
Apple had built it on the wildly popular Apple computer, which displayed
both text and graphics but had a traditional command line interface. Apple
was a young company that found itself flush with money, and was more
willing to take risks. Many former Xerox PARC engineers found new jobs
with Apple to recreate their work on the Alto and Smalltalk but on a product
that would actually see commercial release and potentially become very
popular. Work on Apple’s next-generation Lisa computer, which had started
life as a traditional text-based command line computer for business

use, was transformed by the influx of PARC people. The Lisa team
eventually settled on an icon-based interface where each icon indicated a
document or an application, and developed the first pull-down menu bar,
where all menus appeared at the very top line of the screen. Other
innovations from the Lisa team included the idea of checkmarks appearing
next to selected menu items, and the concept keyboard shortcuts for the most
frequently used menu commands. The Lisa also changed some PARC
conventions, such as using proportionally-sized scroll bars instead of fixed -
height ones, and added new conventions, such as a trash can for dragging
documents scheduled for deletion, and the idea of “greying out” menu
options if they were not currently available. The three-button mouse was
simplified to have only one button for the Lisa. As the interface required at



least two actions for each icon (selecting and running), the concept of double-
clicking was invented to provide this functionality.

(2) In 1985 Bill Gates released a new competing product. In Windows each
application had its own menu bar attached to it, just below the title bar.
Another departure was the use of tiled, rather than overlapping windows. In
1987 Windows was updated to version 2.0, abandoning the tiled window
approach in favour of the overlapping method and having maximizing
widgets.

(3) Also in 1987, the UK-based company Acorn Computers introduced their
first GUI called “Arthur” along with what was the world’s first 32-bit
microcomputer, the Acorn A305/A310. This GUI used proportionally sized
scroll bars and introduced a new concept: a “Dock” or shelf at the bottom of
the screen where shortcuts to launch common programs and tools could be
kept. It 1s important to note that many of the GUIs released in the mid-80s
supported proportionally-spaced fonts in applications, but they used a fixed-
width font for the system (menus and icon labels) for the sake of clarity.

(4) 1988 saw the release of NeXTSTEP, the new GUI and opening system for
Steve Jobs’ NeXT computer, his first major project after leaving Apple in
1985. NeXTSTEP which introduced a sharp, 3D beveled look to all of its
GUI components, was the first to use the “X” symbol to indicate a close
window widget, and introduced the idea of vertical menu strip in the upper
left-hand corner, which could also be “torn off” at any point so that the user
could leave specific menus at any point on the screen. NeXTSTEP also had a
Dock that lived on any side of the screen.

(5) Just before the end of the 1980s, new GUIs started appearing on Unix
workstations. These ran on top of a networked windowing architecture
known as X, which would later be the foundation for GUIs on Linux. These
were simple GUIs that attempted to mimic the appearance of Microsoft
Windows but still allow access to the power of the Unix shell underneath. X
also introduced a new GUI idea where merely moving the mouse cursor over
a window would automatically activate it and allow the user to start typing in
1t.

(6) The initial design goal of the X Window System was merely to provide
the framework for displaying multiple command shells and a clock on a
single large workstation monitor. The philosophy of X was to ‘“separate
policy and mechanism” which meant that it would handle basic graphical and
windowing requests, but left the overall look of the interface up to the
individual program. To provide a consistent interface, a second layer of code,
called a “window manager” was required on top of the X Window server.
The window manager handled the creation and manipulation of windows and
window widgets, but was not a complete graphical user interface. Another
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layer was created on top of that, called a “desktop environment” or DE, and
varied depending on the Unix vendor. As the 90s began, other personal
computing platforms fell off sharply in popularity, leaving only Windows
and the Macintosh as the survivors of the GUI wars.

(7) Windows reached an unprecedented level of popularity with the release of
version 3.0 in 1990 and 3.1 in 1992. While still lacking many of the features
of the Macintosh (such as an icon-based file manager) it was sharp and had
good-looking icons, and sold millions of copies. The release of Windows 95
cemented Microsoft’s lead in GUI sales, and became one of the most popular
programs of all time. Windows 95 introduced the concept of the Start Menu,
from which all programs could be launched, and the Task Bar where all
running programs could be switched between. The next major release of
Microsoft is operating system Widows 8 which officially debuted on October
26th, 2012. Windows 8 is a completely redesigned operating system
developed with touchscreen use in mind as well as near-instant- on
capabilities that enable a Windows 8 PC to load and start up in a matter of
seconds rather than in minutes. Windows 8 replaces the more traditional
Microsoft Windows OS look and feel with a new design system interface
codenamed “Metro” that first debuted in the Windows Phone 7 mobile
operating system. The Metro user interface primarily consists of a “Start
screen” made up of “Live Tiles”, which are links to applications and features
that are dynamic and update in real time. Users can switch between apps in
Metro by simply swiping across the screen.

Exercise 2. Give the number of the paragraph which expresses the
following ideas.

1. Since then computer users have been able to leave specific menus
somewhere on the screen.

2. Microsoft took a leading position on the market of GUI.

3. The first icon-based interface made its appearance in the late 1980s.

4. The preference was given to the tiled windows.

5. A complete graphical interface was not created at that time.

6. Some special button combinations were invented for the most frequently
used menu commands.

7. The company took a risk due to the available finance.

8. The company with the head office in Great Britain developed its own
microcomputer.

9. Computer users got the possibility to write in the windows.

10. This GUI gave the possibility to load and start up within seconds.



Exercise 3. Define whether the following statements correspond to the
content of the text (yes; no; not stated).

1. The first significant GUI computer was designed in Xerox PARC.

2. In its early days Apple Company had a lot of sponsors.

3. Lisa computer was designed as an ordinary computer for that period of
time.

4. Lisa computer was aimed at doing a scientific research.

5. While working with Lisa computer the Apple employees used PARC
conventions.

6. A one-button mouse provided two functions: selecting and running.

7. The so-called “dock” was designed to keep shortcuts of common programs
and tools.

8. NeXTSTEP GUI gave a user the opportunity to leave specific menus at
any point on the screen.

9. GUI used in the UK-based company Acorn Computers made it possible to
type in a window.

10. The window manager handled the creation and manipulation of a
complete graphical user interface.

11. Before the end of the 1980s, new GUIs were installed on different types
of workstations.

12. Windows became very popular when version 2.0 appeared.

13. Windows 3.1 did not have many features of the Macintosh.

14. Microsoft took the leading position in GUI sales after the appearance of
Windows 95.

15. A new design system interface “Metro” was originally used in a mobile
phone.

Exercise 4. Match the terms with their definitions.
1. Smalltalk a. a menu that appears when an item

in a GUI 1s selected, usually below
the item (it is also called drop-down menu).

2. Alto b. a powerful multi-tasking, multiuser computer
operating system.

3. widget c. a style of type.

4. checkmark d. a general term for a small gadget or device .

5. trash e. something that is reliable or in agreement.

6. abandon f. to imitate or copy in action, speech, etc.

10



7. Unix

8. consistent
9. vendor

10.
1.
12.
13.
14.
15.
16.
17.

18.
19.

20.

survivor
squeeze

swipe
conventions
approach

font

pull-down menu

available

mimic
lack

trash can

g. a programming language that was designed
expressly to support the concepts of object-
oriented programming.

h. being at the disposal.

i. litter bin.

J- a person who sells something.

k. to pass a hand over the screen.

l. the desktop computer from Xerox that
pioneered the use/icon//desktop environment.
m. ideas or actions intended to deal with a
problem or situation.

n. a person or a thing who outlives the other or
others.

0. absence of something that should be there.

p. reference designations.

q. worthless or discarded material or objects;
refuse or rubbish.

r. to press forcibly together; compress.

s. to give up by leaving or ceasing to operate
with e.g. the electronic work sheet.

t. a mark indicating that something has been
noted or completed etc.

Exercise 5. Give your own interpretation of the following words and
word combinations used in the text.

flush with money, to take risks, set about, commercial release, influx,
eventually, competing product, activate, unprecedented, initial, debut, near-
instant-on capabilities, for the sake of clarity.

Exercise 6. Answer the following questions.

1. What kind of interface was developed by the Apple for its Lisa computer?
2. What innovations did PARC people introduce?

3. What was Bill Gates’ contribution to the further development of modern
GUIs?
4. Who introduced the term “Dock™?

5. What is the objective of the “X” symbol?

6. What was done by the GUI developers for providing a consistent
interface?
7. What were the reasons for the popularity of Windows 957
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8. What are the main features of Windows 8?
Exercise 8. Make up the summary of the text.
UNIT 3
Smartphones and mobile operating systems
Vocabulary

track pad ceHcopHas naHesnb

stylus iepo

Wireless Application Protocol (WAP) nipoTokoi MOOMIBLHON UHTEPAKTUBHOMN
cBs3u ¢ MlHTepHeToM

QUERTY keyboard crannapTHas kjiaBuaTypa KOMIIbIOTEpa
keypad knaBuiHoe nosue

single-minded nmeronuii y3koe Ha3HAUCHHUE

digital voice service nudpoBas nepegaya peueBbIX CUTHAIOB
SWipe MIPOKPYTKA; CKOJIbKEHUE

tapping kacaHue

pinch mumnox

runtime performance HaCTPOMUKH OBICTPOIECHCTBUS
Notification area 1IeHTp yBEIOMJIEHUI

thumbnail «mMuHHAaTIOpa», KOHTPOJIBHOE U300pPAKEHHE
parallax BuguMOE yrioBoe CMEIIeHHE 00HEKTa

sluggish 3aBucaromuii

force quit (v) mpuHYIUTEIHHO 3aBEPIIUTH PAOOTy

source code UCXOMHBIN KO/

reverse pinch pactsiruBanue

haptic ocs3aeMblii

boot 3arpy3ka

toolkit HAOOp MHCTPYMEHTAIBHBIX CPEICTB

capacitive eMKOCTHBI

Exercise 1. Read the text and say which of the following statements
expresses its main idea.

1. IOS 7 1s the latest state-of-the-art gadget.

2. Touchscreen phones are dominating on the mobile device market.
3. Modern smartphones are based on the advanced mobile operating systems.
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(1) Like a computer operating system, a mobile operating system is the
software platform on top of which other programs run. When a user
purchases a mobile device, the manufacturer will have chosen the operating
system for that specific device. The operating system is responsible for
determining the functions and features available on the device, such as
keyboards, Wireless Application Protocol (WAP), synchronization with
applications, e-mail, text messaging and more. The mobile operating system
will also determine which third-party applications can be used on the device.
(2) The commercial success of smartphones and tablets has opened up a new
and untapped market in mobile communications. Smartphone is a cellular
telephone with built-in applications and Internet access. In addition to digital
voice service, modern smartphones provide text messaging, e-mail, Web
browsing, still and video cameras, MP3 player and video playback. In
addition to their built-in functions, smartphones run myriad free and paid
applications, turning the once single-minded cellphone into a mobile personal
computer.

(3) Since 2007, touchscreen phones have come to dominate the mobile device
market. Touchscreen display is a type of electronic display that senses
physical touch by a person’s hands or fingers, or by a device such as a stylus,
and then performs actions based on the location of the touch as well as the
number of touches. It is useful for interacting directly with a computer or
electronic device, partially or even completely eliminating the need for
intermediate input devices such as computer mice, track pads or keyboards.
(4) Smartphones, tablets, laptops and similar electronic devices can be based
on one of the two primary types of touchscreen displays. Resistive touch
displays distinguish and sense specific touch location when the two
electrically charged layers of the touchscreen are pressed together with the
physical force at a specific point. Capacitive touch screens distinguish and
sense specific touch location based on the electrical impulses in a human
body, typically the fingertip. This enables capacitive touchscreens to not
require any actual force to be applied to the screen’s surface; at the same
time, capacitive screens typically don’t respond to styluses or gloved hands
due to the lack of electrical impulses generated.

(5) The presence of touch functionality in smartphones and tablets clearly
underlines the popularity of this interface. Touchscreen devices have also
changed the whole way we look at mobile OS. Better technology, lower costs
and heightened competition have increased the range of features and
functionalities found on phones and tablets. The four major smartphone
operating systems are iPhone (10S), Android, BlackBerry and Windows
Phone.
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(6) Symbian mobile OS was used by many major mobile phone brands, like
Samsung, Motorola, Sony Ericsson, and above all by Nokia. Symbian had a
native graphics toolkit. It was designed to be manipulated by a keyboard-like
interface metaphor, such as the ~15-key augmented telephone keypad, or the
mini-QWERTY keyboards. It was the most popular smartphone OS on a
worldwide average until the end of 2010, when it was overtaken by Android.
Although more Symbian smartphones have been sold worldwide than any
other, in 2011, Nokia switched from its native Symbian to the Microsoft
phone platform.

(7) Android is a Linux-based operating system designed primarily for
touchscreen mobile devices such as smartphones and tablet computers.
Initially developed by Android, Inc., it was financially backed by Google
which later bought it in 2005. Android is an open-source code and its
licensing allows the software to be freely modified and distributed by device
manufacturers and enthusiast developers. Additionally, Android has a large
community of developers writing applications that augment the functionality
of devices, written primarily in a customized version of the Java
programming language. In October 2012, there were approximately 700,000
apps available for Android, and the estimated number of applications
downloaded from Google Play was 25 billion.

(8) Android’s user interface is based on direct manipulation, using touch
inputs that correspond to real-world actions, like swiping, tapping, pinching
and reverse pinching to manipulate on-screen objects. The response to user
input is designed to be immediate, often using the vibration capabilities of the
device to provide haptic feedback to the user. Android devices boot to the
home screen which is similar to the desktop found on PCs. Android home
screens are typically made up of app icons and widgets; app icons launch the
associated app, whereas widgets display live, auto-updating content such as
the weather forecast and the user’s email inbox.

(9) IOS is a mobile operating system for Apple-manufactured devices. IOS
runs on the iPhone, iPad, iPod Touch and Apple TV. IOS is best known for
serving as the underlying software that allows iPhone users to interact with
their phones using gestures such as swiping, tapping and pinching. These
finger actions are typically performed on multi-touch capacitive touch screen
displays, which provide fast response and accept inputs from multiple
fingers.

(10) IOS comes with a lot of default apps, including an email client, a Safari
Web browser, a portable media player (iPod) and the phone app. Developers
can use the 10S software development kit (SDK) to create applications for
Apple mobile devices. The SDK includes tools and interfaces for developing,
installing, running and testing apps. Native apps can be written using the 10S
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system frameworks and the Objective-C programming language. Included in
the 10S SDK are Xcode Tools, which include an integrated development
environment (IDE) for managing application projects, a graphical tool for
creating the user interface and a debugging tool for analyzing runtime
performance. IOS 7 for iPhone 5 has recently appeared on the smartphone
market. Its GUI has undergone some noticeable changes. First of

all, 10S 7 gets rid of the black bars at top and bottom of the screen; you have
the “slide to unlock” words highlighted by a helpful animated glow.

(11) A file sharing feature AirDrop is also available on mobile devices
running the 10S 7. It’s very simple: a “sharing” icon in an app lets you send a
file, link or other piece of data to those willing to receive it. You choose
AirDrop and you get a list of people in the vicinity. Press their icon and it’s
done. The receiver gets a message popping up on their screen where they can
accept or reject the data — photo, file, link. Double-tapping the Home button
brings up the list of apps used before. In 10S 6 and earlier, it was a row on
the bottom of the screen; now it’s a flat carousel in the

screen centre. It has the style of thumbnails. If an app is sluggish, force quit
the application by double tapping the Home button and flicking the app’s
window up. The home screen gets some goodies too. It and the lock screen
can use dynamic or static wallpapers, and they can use panoramas too.
Wallpapers also benefit from a subtle parallax effect, so if you move the
phone the wallpapers appear to move. The rest of i1OS 7 emphasizes
simplicity, so for example, the stitched leather is gone from Calendar and
Notes don’t pretend that they’ve been written on yellow legal pads.
Simplifying 10S makes it feel much more modern and efficient.

Exercise 2. Change the order of the following items according to the
content of the text.

1. Two primary types of touchscreen displays.

2. A Linux-based operating system designed primarily for touchscreen
mobile devices.

3. The responsibility of operating systems for the functions and features of a
mobile phone.

4. The most popular smartphone OS until the end of 2010.

5. The abilities provided by AirDrop.

6. Touchscreen displays and their functions.

7. The principle of Android’s user interface operation.

8. Internetworking Operating System.

9. Smartphone as a mobile personal computer.

10. The 10S software development Kkit.
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Exercise 3. Define whether the following statements correspond to the
content of the text (true — T; false — F; not stated — NS).

1. It makes no difference what operating system is used in some particular
device.

2. Smartphones became popular due to the application of new technologies.

3. Touchscreen displays provide the direct interaction with a computer.

4. The number of services provided by a smartphone is unlimited.

5. Resistive touch displays do not require any actual force to be applied to the
screen’s surface.

6. A capacitive touch screen is activated by the electrical impulses in a
human body.

7. The change from one phone platform to another happened in 2011.

8. Android licensing meant that it was impossible to modify the software.

9. Home screens of Android devices and PC desktops are the same.

10. There are black bars at top and bottom of the screen with 10S 7 for
iPhones.

11. In 10S 7 the list of apps used before is a flat carousel in the screen centre.
12. Actually, 10S is used in all modern gadgets.

Exercise 4. Match the terms in the left column with their definitions.

1. thumbnail a. a pointing and drawing device that is shaped
just like a pen. It is used when operating digital
tablets and touch screens devices such as smart
phones and 1Pads.

2. keypad b. a multi-touch touchpad from Apple that
debuted on Mac laptops in 2009 and became a
stand-alone pointing device for desktop
computers in 2010.

3. home button c. sliding a finger or stylus across a touch
screen to scroll or move items around.
4. stylus d. a miniature representation of a page or image

that is used to identify a file by its contents;
may be used to rearrange the page order by
dragging and dropping them into a different
sequence.

5. trackpad e. written by a programmer, but not directly
executable by the computer. It must be
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converted into machine language by compilers,
assemblers or interpreters.

6. swipe f. a small keyboard, for example on a telephone,
computer, or calculator.
7. source code g. a reference to the main page of a site.

Exercise 5. Say what terms are meant by the following descriptions.

a) Wireless Application Protocol; b) IDE; c) runtime; d) SDK; e) QUERTY
keyboard.

1. It 1s a collection of software used for developing applications for a specific
device or operating systems. It typically includes an integrated development
environment. Most of them contain a sample code, which provides
developers with example programs and libraries. They also offer technical
documentation, which may include tutorials and FAQs. Some of them may
also include sample graphics, such as buttons and icons, which can be
incorporated into applications.

2. The name comes from the first six letters (keys) appearing in the top left
letter row of the keyboard, read from left to right. Its design is based on a
layout created for the Sholes and Glidden typewriter and sold to Remington
in the same year, when it first appeared in typewriters. It became popular
with the success of the Remington No. 2 of 1878, and remains in use on
electronic keyboards due to the network effect of a standard layout and a
belief that alternatives fail to provide very significant advantages. Its use and
adoption is often viewed as one of the most important case studies in open
standards because of the widespread, collective adoption and use of the
product, particularly in the United States.

3. It 1s an application that facilitates application development. In general, it is
a graphical user interface GUI-based workbench designed to aid a developer
in building software applications with an integrated environment combined
with all the required tools at hand. Most common features, such as
debugging, version control and data structure browsing, help a developer
quickly execute actions without switching to other applications. Thus, it helps
maximize productivity by providing similar user interfaces (UI) for related
components and reduces the time taken to learn the language. It supports
single or multiple languages.

4. It defines a mechanism for accessing and delivering content over wireless
networks. It i1s based on the layered OSI model, uses new networking
protocols having functions similar to the Web protocols HTTP, SSL, and
TCP. A nice feature of its browsers is that they can be implemented on small
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mobile devices such as cell phones, pagers, and PDAs. So, instead of coding
content using HTML and JavaScript, programmers can use WML and WML
Script. WML and its companion scripting language WML Script are tag-
based markup languages designed after the HTML model. The advantages
are that WML demands less memory and processing power from browsers, as
compared to HTML and JavaScript. Another asset to WML is that it was
designed to be used in relatively small display sizes so common in wireless
devices such as PDAs.

5. It is the environment and data structures that keep track of everything that's
going along as your program runs. In C, it is the environment variables and
operating-system provided services that let the program interact with the rest
of the system. In an object-oriented language, it's also all the tables of objects
and classes and methods that get built to allow message passing to take place.
In an interpreted language, it's the state of the interpreter, plus all of those
other things. In general, it can be described as "everything that happens that
you didn't explicitly write yourself".

Exercise 6. Find the following words and word combinations in the
appropriate paragraphs of the text and explain what they mean in the
given context.

third-party applications (1), untapped market (2), myriad (2), intermediate
(3), underline (5), on a worldwide average (6), customized version (7),
estimated number (7), haptic feedback (8), auto-updating content (8), “slide
to unlock” words (10), gets rid of (10), a file sharing feature AirDrop (11),
goodies (11), link (11).

Exercise 7. Answer the following questions.

1. What makes 10S modern and efficient?

2. Who is responsible for the functions and features of a mobile phone?

3. What is a smartphone?

4. What is a touchscreen display?

5. What types of touchscreen displays are available nowadays?

6. Since when have touchscreen phones dominated the mobile device
market?

7. What was the most popular smartphone OS in 20107

8. What is meant by Android?

9. What operating system was primarily designed for touchscreen mobile
devices?

10. What is Android’s user interface based on?
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11. What is i0S?
12. What can be used for creating applications for Apple mobile devices?
13. What abilities does a file sharing feature AirDrop provide?

Exercise 8. Make up the summary and the abstract of the text.
UNIT 4
Cloud computing
Vocabulary

heterogeneous HEOAHOPOHBIN

middleware cBsizyrolee mporpaMmMHoOe 00ecriedeHne
sophisticate (V) yCIIOXKHSTb

scalable HapammBaemMbIi

appropriate moaxoAsIui, COOTBETCTBYIOITUI
proprietary maT€HTOBaHHbI

tenancy BJIaJCHUC

constituent group KJIMEHTCKas rpyImmna
affordable Bo3MOXHBIN, JOMYCTUMBIN
customize (v) nepeaenbiBaTh, MOATOHIThH
pool (v) 00benuHATH

Exercise 1. Read the text and say which of the following statements
expresses its main idea.

1. Cloud Computing is a computer technology which uses the Internet for
storing data and applications.

2. Cloud Computing provides its users with a number of very important
benefits.

3. Cloud Computing provides its users with the services which are free of
charge.

(1) Technological developments are increasingly changing and getting
sophisticated. Cloud computing is the latest development of client server
applications and files are stored in the “cloud”. Cloud computing is a term
that applies to applications and data storage that are delivered over the
Internet or via wireless technology. The individual user's device (i.e.
computer, cell phone, etc.) only provides an interface to interact with the
computer programs and data. In brief, cloud computing is the product of
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Virtualization technology which offers to use the hardware or infrastructure
or software applications either separately or combined without really having
your own hardware. Cloud Computing refers to the delivery of computing
and storage capacity as a service to a heterogeneous community of end-
recipients. Cloud is a computing model providing web-based software,
middleware and computing resources on demand. By deploying technology
as a service, you give users access only to the resources they need for a
particular task. You pay for what you use! It prevents you from paying for
idle computing resources. Cloud computing can also go beyond cost savings
by allowing the users to access the latest software and infrastructure offerings
to foster business innovation. The users are actually using the cloud
computing without realizing it. When you are using the Sky Drive, Hotmail,
Gmail, you are in the cloud. Cloud computing is to access resources that are
somewhere over the Internet. It can be accessed for free, as is the case of
emails or by premium subscription with a guaranteed service level. Virtually
the power is infinite. Businesses use cloud computing with Rackspace. com
to combine all their processes on one server.

(2) Cloud computing is mostly economic. If you are a very small company, it
will launch a service without any capital investment in hardware. Thus, with
cloud computing, virtually with no start-up software and hardware
investment you are getting heavy equipment today. The second advantage is
being able to benefit from economies of scale that have an economic impact.
Resources that are not used by the Indian companies at night can be used by
the companies being on the other side of the planet, such as U.S., as an
example. Cloud computing is like a machine with unlimited resource that
runs 24 hours and 7 days a week and all those resources are shared.

(3) Cloud computing is self-healing. In case of failure, the last backup of the
application automatically becomes the primary copy. Cloud computing offers
a high scalability. The whole architecture is predictable and efficient. It is not
one computer or server; it is thousands of computers that can handle the
situation. Cloud Computing is a Multipurpose Virtualization system. In
Cloud Computing, it is not possible to know where your data is physically
present. Among the characteristics of cloud computing is the availability of
on-demand services. Due to this feature cloud services can be used
automatically as needed and without human interaction from service
provider. Cloud computing provides broad network access, i.e. the access to
the remote systems via a network such as the Internet or intranet. Cloud
computing assumes that all Network resources should be pooled. The
resource of the cloud provider is designed to meet the need of Cloud users
and 1s provided dynamically. The cloud provider is independent of location.
The user does not have any control nor the knowledge where from the
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services are offered (geographically). The cloud systems have built-in control
and measurement of resource consumption function depending on the type of
cloud service. Thus, both parties, the cloud provider and the cloud user,
ensure appropriate transparency in relation to the services utilized. It is API
based and manipulation is not possible.

(4) So, Cloud Computing provides its users with a number of very important
benefits. At the same time there are some reasons for criticizing Cloud
Computing. One of the drawbacks is that Cloud Computing increases the
dependency of Internet usage. As appropriately said by Richard Stallman
“One reason you should not use web applications to do your computing is
that you lose control ... It’s just as bad as using a proprietary program.”
(Reference of the quotation: The Gaurdian).

(5) Cloud computing can be divided into three groups: a public cloud, a
private cloud and a hybrid cloud. Public clouds are owned and operated by
companies that use them to offer rapid access to affordable computing
resources to other organizations or individuals. With public cloud services,
users don’t have to purchase hardware, software or supporting infrastructure,
which is owned and managed by a provider. A private cloud is owned and
operated by a single company that controls the way virtualized resources and
automated services are customized and used by various lines of business and
constituent groups. Private clouds exist to take advantage of many of cloud’s
efficiencies, while providing more control of resources and steering clear of
multi-tenancy. A hybrid cloud uses a private cloud foundation combined with
the strategic use of public cloud services. The reality is that a private cloud
can’t exist in isolation from the rest of a company’s IT resources and the
public cloud. Most companies with private clouds will evolve to manage
workloads across data centers, private clouds and public clouds — thereby
creating hybrid clouds.

(6) Services which are offered by cloud computing are numerous and various.
Cloud-based applications — or software as a service (SaaS) — run on distant
computers “in the cloud” that are owned and operated by others and that
connect to users’ computers via the Internet and, usually, a web browser.
Platform as a service provides a cloud-based environment with everything
required to support the complete lifecycle of building and delivering web-
based (cloud) applications — without the cost and complexity of buying and
managing the underlying hardware, software, provisioning and hosting.
Infrastructure as a service provides companies with computing resources
including servers, networking, storage, and data center space on a pay-per-
use basis.

21



Exercise 2. Change the order of the following items according to the
content of the text.

. Characteristics of cloud computing.

. Types of Cloud Computing.

. Benefits of cloud computing.

. Main objective of a cloud computing.
. Drawbacks of Cloud Computing.

. Definition of a Cloud.

. Definition of Cloud Computing.

~NON kW=

Exercise 3. Define whether the following statements correspond to the
content of the text (true — T; false — F; not stated — NS).

1. State-of-the-art technologies are becoming less sophisticated.

2. Cloud Computing provides hardware or infrastructure or software
applications.

3. The term “cloud” comes from the direct meaning of the word.

4. The users do not realize the essense of Cloud Computing.

5. The resources of Cloud Computing are unlimited.

6. In case when Cloud computing fails, an expert makes the necessary
debugging.

7. A user always knows who offers him cloud computing services.

8. Public clouds are accessible to every company.

9. A hybrid cloud was created by one of the private companies.

10. It 1s necessary to have a cloud-based environment in order to support the
process of construction and delivery of cloud applications.

Exercise 4. Match the terms in the left column with their definitions.

1. API a. use of a browser (thin client) to access a
software application over the Internet to
perform work.

2. Cloud Computing b. computing software that occupies a position
in a hierarchy between the operating system and
the applications.

3. Hybrid cloud computing ¢. allows you to download images, vectors, and
video clips in the highest definition available.

4. Web-based software d. it is an abbreviation for Application Program
Interface.
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5. middleware e. computer technology which uses the Internet
for storing data and applications.

6. premium subscription f. a combination of public cloud storage and
private cloud storage where some critical data
reside in the enterprise's private cloud while
other data are stored and accessible from a
public cloud storage provider.

Exercise 5. Find the following words and word combinations in the
appropriate paragraphs of the text and explain what they mean in the
given context.

to deploy a technology (1), cost savings (1), to foster business innovation (1),
somewhere over the Internet (1), premium subscription (1), infinite (1), self-
healing (3), scalability (3), handle the situation (3), remote systems (3),
resource consumption (3), appropriate transparency (3), to take advantage
(5), a pay-per-use basis (6).

Exercise 6. Answer the following questions.

1. What is cloud computing?

2. What does the term “cloud” mean in the field of computer science?
3. What does it mean “to access resources by premium subscription”?
4. What are the benefits of cloud computing?

5. What is Cloud Computing criticized for?

6. What does Cloud Computing offer its users as services?

Exercise 7. Make up the summary and the abstract of the text.
UNIT 5
What is “hybrid” cloud computing?
Vocabulary

lock down (V) orpaHu4YuTh BO3MOXKHOCTU
multi-tenant MHOronoJiLb30BaTeIbCKUI
nascent MOSABIIAOLIUKACS, POKIAIOIIUKACS
rage CWJIbHOE CTPEMJICHUE, PBEHUE
concern 03a004YE€HHOCTD

test bed ucnpITaTENIBHBIA CTEH]
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business setup npeanpusiTue

sales metrics KOIMYECTBEHHBIE MTOKA3ATENN MPOIAXK
dummy maket

vet IpoBepsITh

go live (v) HauaTh (QyHKIIMOHUPOBATH

craft (v) u3roraBiIuBaTh

hurdle npensitcTBHE, TOMEXA

up-front cost nmosgHasi CTOUMOCTh

downtime BpeMst Oe3elicTBuUS (M3-32 HEUCITPABHOCTH )
outage nepepoiB B padoTe

cross-contamination B3auMHOE yXYIIIICHUE

mitigate (V) cMsryathb

API nporpaMmmMHbIii HHTEp(ENC MPUITOKEHUS

SOP (Standard operating procedure) CTaHIapTHBIN MOPAIOK ACHCTBUM

Exercise 1. Read the text and say which of the following statements
expresses its main idea text.

1. Hybrid Cloud Computing has more advantages than drawbacks.

2. The hybrid cloud allows IT to take advantage of the benefits of the private
and public cloud.

3. The hybrid cloud is characterized by a great complexity.

(1) Hybrid cloud computing combines the benefits of so-called ‘public’ cloud
resources where some IT functions are managed externally, while a defined
percentage of a company’s IT stays on-premise in a ‘private’ cloud. The
business benefits from the cost and flexibility advantages offered by public
cloud computing and can apply that model to the data that it feels happy to
manage externally. At the same time, the business is able to retain customer
data (and other Intellectual Property) inside its own data centre.

(2) The ‘hybrid cloud’ has been described as the best of both worlds; it has
certainly brought many new organisations to the cloud that had previously
voiced fears relating to the data security of external public clouds. While a
business might use the Rackspace cloud or Amazon Elastic Computer Cloud
(EC2) for its general computing requirements, the private cloud remains in
place for mission-critical sensitive data that needs to be locked down. This is
not to say that public cloud computing resources are insecure, but some
companies are wary of housing their data alongside that of their competitors
in what is known as a multi-tenant cloud, i.e. one with several customers’
data stored inside.
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(3) If you think about it, many (if not all) companies have made pretty
significant investments in their own IT infrastructure already. The option to
still use the company network is generally viewed as a more practicable step
than a complete jump to the cloud all at once. As for the hybrid model it
maximizes flexibility in the company’s IT mix, as it can be a composition
and combination of at least one private cloud and at least one public cloud.
(4) There are still problems lying ahead. The matter is that the hybrid cloud
offers operational flexibility; it also offers scalability of peaks in data traffic;
and yet it is a nascent technology and so is still being developed. There may
be interconnectivity challenges on the road ahead as this new IT service
delivery model is brought online, but the general feeling is that it’s all very
positive.

(5) Cloud computing has been the latest rage for several years, becoming
more and more popular as distributed systems and easier access to services
becomes the norm. Demand for cloud services has grown quickly, but many
IT directors have expressed concerns over public cloud security issues and
have instead moved towards private clouds, which are generally far more
restricted and less distributed than are public systems. This means losing
many of the advantages of the public cloud in the switch. A solution that has
emerged is the hybrid clouds, which are often now the focus of IT
management as they work to balance user needs, data access requirements,
and security. In 2011 the survey by Unisys showed that 21 percent of IT
organizations are focusing on hybrid clouds and a Sand Hill Group survey
just before that showed that IT managers believed hybrid cloud use will
continue a fast growth. The 2010 SHG survey predicted growth would triple,
which happened by 2014.

(6) So what is the hybrid cloud, how does hybrid cloud computing work, and
will it work for your organization? The hybrid cloud is a mixture of private
and public cloud systems; hence its name. The private cloud can be self-
hosted by the company (common in enterprise) or hosted by a paid third-
party virtually, but kept private for the company’s own use (common in
smaller systems). The public cloud, of course, is public and off-premise.
Users connect to the private cloud separately from the public one. Often, the
setup has the public cloud hosting software, data and services that are non-
critical with the rest on the private cloud. Many firms use the public cloud as
a development test bed as well. In a small business setup, for example, the
private cloud may hold valuable customer data and sales metrics while the
public cloud hosts the company’s virtual phone network and communications
system. In an enterprise, as another example, the public cloud may host the
beta version of the company’s proprietary in-house software for tracking and
analysis with key test data (all dummies created for the testing) included. The
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private cloud hosts the actual software and data and will be upgraded once
testing in the public cloud is complete. This saves valuable network and
hardware resources for continued enterprise use while allowing the IT
department to fully vet software-in-progress before going live and without
fear of harming the current network. Some large networks have multiple
private-public cloud mixtures, though this is generally only common in large
enterprises with geographically global data centers and offices. Many
financial institutions, for example, use multiple private-public cloud mixes. It
is more common for enterprise to have a single private cloud and multiple
public clouds for various services.

(7) The hybrid cloud allows IT to take advantage of the benefits of the private
and public cloud. Some of the risks associated with these systems are also
included, however, so the mixture is not always just positives. The challenge
for the IT manager is to find the proper balance between the risks and
rewards to craft a hybrid cloud that works well for the corporation’s needs.
There are Pros and Cons of Hybrid Cloud Computing. Among the former are
the following benefits. First: Public clouds allow for a low investment hurdle
to activate and can be cheaply scaled to more or less servers and network
connections as needed. In a hybrid cloud, this flexibility is retained for all
services put onto the public cloud, giving a lot of operational flexibility.
Second: Private clouds have fewer security concerns and the enterprise
retains control over the data center and its contents. In the hybrid cloud this
remains so. Among the latter are the following downsides of the hybrid
cloud. First: The flexibility of the private cloud is very limited and the up-
front costs and continued maintenance requirements can be expensive.
Management will have to budget for needs as well as the occasional
unforeseen downtime or outage. Second: Mismanagement of the two systems
can lead to cross-contamination, with data from the private (secure) cloud
being ported to the public cloud. This is mitigated with intelligent SOPs.

(8) The goal of a hybrid cloud system is to provide as many benefits of the
public and private cloud as possible while not incurring the risks associated
with them. Most of this will be done in the design and implementation stages,
of course, and proper API between the two (if any connections are to be had
at all) will be critical in that process. Since the primary concern in a hybrid
cloud is the accidental crossing of critical data from private to the public,
having no or very few and tightly controlled connections is important.
Generally speaking, the hybrid cloud will increase the complexity of a
network environment. The benefits, however, often outweigh this issue of
complexity and are enough to override the initial planning costs.

Exercise 2. Match the following titles to the appropriate paragraph.
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. The challenge that lies ahead.

. The objective of a hybrid cloud system.

. The Pros and Cons of Hybrid Cloud Computing.
. Two types of cloud used by companies.

. The main idea of ‘hybrid’ cloud computing.

. Best of both worlds.

. Hybrid cloud makes business sense.

. Hybrid Cloud Architecture.

OO\ N b~ W~

Exercise 3. Define whether the following statements correspond to the
content of the text (true — T; false — F; not stated — NS).

1. Hybrid cloud computing takes the advantages of “public” cloud resources
only.
. The emergence of the ‘hybrid cloud’ made many companies join the cloud.
. The leading international companies use Amazon Elastic Computer Cloud.
. Some companies are afraid of using a public cloud for storing their data.
. All the problems relating to the Hybrid model have been solved.
. The first ideas of cloud computing emerged in 70s-80s of the XX century.
. Hybrid cloud is the most popular technology with business management.
. Public clouds usually contain critical sensitive data.

. Many financial institutions use a single private cloud and multiple public
clouds for various services.
10. Every IT manager has to make a sensible use of the mixture of the private
and public clouds.
11. Hybrid Cloud Computing is lack of operational flexibility inherent in the
Public cloud.
12. It is very important to manage cloud computing systems in a proper way.

O 00 1O\ Bk Wi

Exercise 4. Match the terms in the left column with their definitions.

1. up-front a. a platform for experimentation of large
development projects.

2. outage b. an imitation of a real or original object,
intended to be used as a practical substitute.

3. test bed c. money given immediately upon the
completion of a financial agreement.

4. flexibility d. obstacle; a difficult problem to be overcome.

5. matrics e. something that interests you because it is

important or affects you.
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6. dummy f. an interruption or failure in the performance
of some operation (supply of power, as an

example).

7. hurdle g. the ability to change or be changed easily to
suit a different situation.

8. concern h. a set of figures or statistics that measure
results.

Exercise 5. Say what terms are meant by the following descriptions.
1) API; 2) contamination; 3) interconnectivity; 4) On-Premise Software.

1. It can occur in an information system when classified information is found
on a computer system which is not supposed to be there. This can happen by
accident, by transmission of insecure data, because the information was
changed to a different classification rating, because users did not follow
protocol and transferred information through insecure methods such as
floppy disks or thumb drives. It can also occur through a computer virus or
other form of malware.

2. It 1s a type of software delivery model that is installed and operated from a
customer's in-house server and computing infrastructure. It utilizes an
organization’s native computing resources and requires only a licensed or
purchased copy of software from an independent software vendor. It is
known as shrink wrap.

3. It is a set of commands, functions, and protocols which programmers can
use when building software for a specific operating system. It allows
programmers to use predefined functions to interact with the operating
system, instead of writing them from scratch.

4. This concept is used in numerous fields such as cybernetics, biology,
ecology, network theory, and non-linear dynamics. The concept can be
summarized as all parts of a system interact with and rely on one another
simply by the fact that they occupy the same system, and that a system is
difficult or sometimes impossible to analyze through its individual parts
considered alone.

Exercise 6. Find the following words and word combinations in the
appropriate paragraphs of the text and explain what they mean in the
given context.

to stay on-premise (1); to voice fears (2); mission-critical sensitive data (2);
to be wary of (2); alongside (2); a multi-tenant cloud (2); to be self-hosted by
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the company (6); to be off-premise (6); investment hurdle (7); continued
maintenance requirements (7); to budget for needs (7); to override the initial
planning costs (8).

Exercise 7. Answer the following questions.

. What are two types of cloud used by companies?

. How do public and private clouds differ by their functions?
. Why does hybrid cloud make business sense?

. What challenge does the hybrid cloud offer?

. What is ‘hybrid’ cloud computing?

. What is the “hybrid cloud”?

. What do companies use public and private clouds for?

. When is the public cloud used as a test bed?

. Why should IT managers be careful with the mixture of public and private
clouds?

10. What are the benefits of the hybrid system?

11. What are the downsides of the hybrid system?

12. What is the goal of a hybrid cloud system?

O 0 1IN N K~ W=

Exercise 8. Make up the summary and the abstract of the text in writing.
UNIT 6
Search engine
Vocabulary

crawl (v) MEIJICHHO JIBUTAThLCS, MOJI3TH

reciprocal links B3auMHbIE CCBIITIKU (CBSI3M)

search engine morckoBasi cucteMa

spider MOMCKOBBIN areHT

URL yHudumupoBaHHslil ykazatenab HH(OOPMAIIMOHHOTO pecypca
supplement (v) JoOTHATH

rank (V) paHXupoBaTh, pacroiararhb (B ONpeaeICHHOM MOPSIIKE)
bid on/for (v) nenats 3a84BKy Ha 4TO-TO, peJIarath

verbiage dhpaszeosiorus; CI0BECHOE BhIPAKEHUE

meet criteria OTBe4aTh KPUTEPUSIM

to refine (V) yTO4HSTh, JE€TATU3UPOBATH

“Brick-and-Mortar” TpaguiinoHHast TOPrOBJIsA Yepe3 OOBITHBIC Mara3uHbI

29



Exercise 1. Read the text and say which of the following statements
expresses its main idea.

I. A Search Engine is the system which is made up of the hardware and
software components of a computer.

2. Search Engines are very complex.

3. Search Engines have become a very important aspect of commerce online.

(1) A Search Engine is not an engine in the normal sense, but it is actually a
software program that searches websites, documents, images, and even
videos for specific keywords. It returns a list of results where the keyword or
search term you typed was found. A Search Engine is actually a system, the
system which is made up of the hardware and software components of a
computer. Google and Yahoo are considered systems because they are
computers with software running on them. Search Engines are very complex
and the search algorithms are updated continuously.

(2) Search Engines use computer robot programs called spiders to gather and
store the information you’re searching. Spiders find the pages and then pass
the information on to another program for indexing. The spider identifies the
data and then stores it in the search engines database. The spiders crawl along
the web and find information about content by following other links that have
previously been crawled. This is why it’s important to have links to useful
content on your website, and also have other website link back to you. If you
launch a website, but never link to other pages, your site will more than likely
not be found by the spiders. If your page has fresh content on it, then the
spiders will find you eventually, although it takes more work and you have to
manually submit the new Uniform Resource Locator to the search engines
indexing program.

(3) URL 1is the Uniform Resource Locator for a website. It can also be
referred to as a domain name. Domains with rich keywords that get searched
a lot have a better chance at success in the search engines. The URL for
Google is google.com, and Microsoft has live.com. One popular search
engine, Ask Jeeves, has recently changed its name to Ask.com. Shorter
domains have more brand power and have sold for millions of dollars on the
open domain market. Short, three or four letter domains are very rare and are
owned by major players in the online world.

(4) Search Engines have become a very important aspect of commerce
online. Companies use Commerce or online commerce to support and
supplement their traditional “Brick and Mortar” locations. Search Engines are
used to find specific products that consumers are looking for to buy online.
Having your website come up in the search listings and providing the
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customers with the product or information they are searching for is a key.
People are paying top dollar to be ranked at the top of the search engines.

(5) Keywords are the terms that you type in the search engine. If it matches
the content that the search engine has stored in the database, the results are
returned. Short keywords like “Car” will return millions of results. To find
more specific, targeted results you can use long tail keywords which are also
used when the website wants to refine search terms. If you were searching
cars, for instance, you might want to include the brand name or city you want
to buy it from. This will return more specific search results for your specific
need. Working with long tail keywords successfully means that a publisher
needs to know which long tail keywords actually get hits or are searched for
on the major search engines. Research is the only way to know if long tail
keywords will work or not. Google offers advertising where you can bid on
specific keywords. This type of advertising is called Pay-Per-Click
Advertising. When the terms are searched, your ad shows up and you pay
every time someone clicks your ad. PPC is a very popular form of advertising
in Search Engines. Keyword research tools help with finding the specific
terms that people are searching. They also tell you the average monthly
volume for a specific keyword, and the amount of competition there is for
that word as well. Click Through Rate is the average percentage of clicks vs
the average times your ad was actually viewed. Ad copy and verbiage play a
very important role as to how effective your Search Engine advertisements
are.

(6) Ranking in a search engine is also very important. This is referred to as
the rank or position of the results returned by the Search Engine. When you
enter a term or keyword in Google for instance, the most relevant results
appear first. Ranking high in the search engines is a science in itself and high
ranks mean big money for businesses. If you can rank constantly on the first
page of the results, your success is almost guaranteed. The Search Engines
use a variety of criteria that the websites and other data types must meet in
order to rank high in the given Search Engine for a given term. Social
marketing is also another way to get ranked. Search Engines love websites
like MySpace.com, YouTube.com, and Digg.com because they always have
fresh content to be indexed and have a multitude of links to follow. Every
time someone submits a new article or blog posting, the spiders are there to
index it. This 1s why social profiles are generally indexed in the Search
Engines even before a site that just launched. Search Engines play a vital role
in everyday life. People use them to study, work and play. Specialists in
computers have made studying and mastering Search Engines a daily
journey, constantly learning new things about how they function and how to
get top rankings.
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Exercise 2. Give the number of the paragraph which says about:

a) the functions of computer robot programs;

b) the special tools designed to find the specific terms that people are
searching;

c) the definition of a search engine;

d) the role of search engines in everyday life;

e) the complexity of search engines;

f) the role of search engines in developing trade;

g) major players in the online world;

h) the aspects influencing ads efficiency;

1) the environment providing profit in business.

Exercise 3. Define whether the following statements correspond to the
content of the text (true — T; false — F; not stated — NS).

1. A Search Engine is a system, the system which is made up of the hardware
components of a computer.

2. The search algorithms are updated once a day.

3. The only function of spiders is to find the necessary information.

4. Uniform Resource Locator is the same as a domain name.

5. Search engines are actively used in online commerce.

6. Research is one of the ways to know if long tail keywords will work or not.
7. The term "social marketing" was coined in 1971 by Kotler and Zaltman.

8. When someone submits a new blog posting, they are indexed by spiders.

Exercise 4. Match the terms in the left column with their definitions.

I.CTR a. the software that gathers specific information
in an automated and orderly way from the
Internet.

2. advertising b. contains a group of computers that can be
accessed and administered with a common set
of rules.

3. verbiage c. is the highest amount being paid for a
commodity or service.

4. a domain d. selling goods, services or an idea that
promotes the overall welfare of a community.

5. blog e. a way of measuring the success of an online

advertising campaign.
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6. web spider f. When the context involves a software or
hardware system, this refers to documentation.

7. social marketing g. the promotion of goods or services for sale
through impersonal media (radio, TV, Internet).
8. top dollar h. a website containing short articles called

posts that are changed regularly.

Exercise 5. Find the following words and word combinations in the
appropriate paragraphs of the text and explain what they mean in the
given context.

to update continuously (1), to identify the data (2), to crawl along the web
(2), to manually submit (2), a domain (3), to match the content (5), targeted
results (5), get hits (5), show up (5), constantly (6), blog posting (6), to
master Search Engines.

Exercise 6. Say what terms are meant by the following descriptions.
1) URL; 2) search engine; 3) link; 4) Pay-Per-Click Advertising.

1. A conceptual two-point segment of an end-to-end circuit that connects two
end users and enables them to communicate, even when two separate
physical paths are used. In a satellite radio link, for example, there is an
uplink from the Earth station (i.e., antenna) to the satellite and a downlink
from the satellite to the Earth station.

2. Hyperlinks placed between two web pages in exchange for the other page
linking back. They are an important part of search engine optimization as
engines like Google rank the web pages in their results by the number of
different pages link to yours. By participating in link exchanges, a site can
increase its rank within the search engine's results.

3. A computer program that searches documents, especially on the World
Wide Web, for a specified word or words and provides a list of documents in
which they are found.

4. A formatted text string used by Web browsers, email clients and other
software to identify a network resource on the Internet. Network resources
are files that can be plain Web pages, other text documents, graphics, or
programs.

5. A great way to quickly start generating traffic and solid sales to your
website. When a user searches in “Google”, “Yahoo”, “Bing”, Social Media
network or their affiliate websites, you can bid for a search term and have an
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ad displayed in the results. These ads are displayed on the top side of search
results.

Exercise 6. Answer the following questions.

1. What is meant by the computer term “Search Engine”?

2. What are the functions of computer spiders?

3. What is the principle of a computer spider operation?

4. Who usually possesses shorter domains in online world?

5. What is the difference between online and “Brick and Mortar” commerce?
6. What is the role of keywords?

7. When is it necessary to work with long tail keywords?

8. What does the efficiency of your Search Engine advertisements depend
on?

9. What is ranking and what does high ranking mean for business?

10. Why are specialists in computers continuously working at learning
Search Engines?

Exercise 7. Make up the summary and the abstract of the text.
UNIT 7
What is information technology security?
Vocabulary

sensitive information cekpeTHas nHpopManus
decipher (v) mmdpoBaTh

encryption KoaupoBaHue, mudpoBaHUe
unauthorized access HECAaHKIIMOHUPOBAHHBIN TOCTYM
legitimate 3aKOHHBII

confidentiality koH(DHUIEHIIHATBHOCTD
integrity 1eJI0CTHOCTh

vulnerability ysi3BUMOCTB

robustness yCTOMYMBOCTh

compromise (V) IOoJABEPraTh PUCKY

remote access yAaJIeHHBIN TOCTYII

availability moctymHocCTb

tradeoff kommpomucc

usability MpakTHYHOCTH
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Exercise 1. Read the text and say which of the following statements
expresses its main idea.

I. Information technology security is simply the process of keeping
information secure.

2. Protecting sensitive information and the security of computer networks is
the main concern of ITS.

3. ITS provides appropriate level of security.

(1) Security is a basic human concept that has become more difficult to
define and enforce in the Information Age. In primitive societies, security
was limited to ensuring the safety of the group's members and protecting
physical resources, like food and water. As society has grown more complex,
the significance of sharing and securing the important resource of
information has increased. Before the proliferation of modern
communications, information security was limited to controlling physical
access to oral or written communications. The importance of information
security led societies to develop innovative ways of protecting their
information. For example, the Roman Empire's military wrote sensitive
messages on parchments that could be dissolved in water after they had been
read. Military history provides another more recent example of the
importance of information security. Decades after World War II ended, it was
revealed that the Allies had gained an enormous advantage by deciphering
both the German and Japanese encryption codes early in the conflict. Recent
innovations in information technology, like the Internet, have made it
possible to send vast quantities of data across the globe with ease. However,
the challenge of controlling and protecting that information has grown
exponentially now that data can be easily transmitted, stored, copied,
manipulated, and destroyed.

(2) Within a large organization information technology generally refers to
laptop and desktop computers, servers, routers, and switches that form a
computer network, although information technology also includes fax
machines, phone and voice mail systems, cellular phones, and other
electronic systems. A growing reliance on computers to work and
communicate has made the control of computer networks an important part
of information security. Unauthorized access to paper documents or phone
conversations is still an information security concern, but the real challenge
has become protecting the security of computer networks, especially when
they are connected to the Internet. Most large organizations have their own
local computer network, or intranet, that links their computers together to
share resources and support the communications of employees and others
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with a legitimate need for access. Almost all of these networks are connected
to the Internet and allow employees to go "online."

(3) Information technology security is controlling access to sensitive
electronic information so only those with a legitimate need to access it are
allowed to do so. This seemingly simple task has become a very complex
process with systems that need to be continually updated and processes that
need to constantly be reviewed. There are three main objectives for
information technology security: confidentiality, integrity, and availability of
data. Confidentiality is protecting access to sensitive data from those who
don't have a legitimate need to use it. Integrity is ensuring that information is
accurate and reliable and cannot be modified in unexpected ways. The
availability of data ensures that is readily available to those who need to use
it.

(4) Information technology security is often the challenge of balancing the
demands of users versus the need for data confidentiality and integrity. For
example, allowing employees to access a network from a remote location,
like their home or a project site, can increase the value of the network and
efficiency of the employee. Unfortunately, remote access to a network also
opens a number of vulnerabilities and creates difficult security challenges for
a network administrator.

(5) Information Security involves a Tradeoff between Security and Usability:
There is no such thing as a totally secure system — except perhaps one that is
entirely unusable by anyone! Corporate Information Security’s goal is to
provide an appropriate level of security, based on the value of an
organization’s information and its business needs. The more secure a system
is, the more inconvenience legitimate users experience in accessing it.

Exercise 2. Give the number of the paragraph which says about:

Organization of information technology security within large companies;
main objectives of information technology security; basic concept of
security; totally secure computer systems; legitimate need for access;
balancing the demands of users versus the need for data confidentiality;
availability of data; protecting the security of computer systems; origins of
information technology security; local computer networks.

Exercise 3. Match the terms with their definitions:

1. Integrity a. Application of cryptography to make
information unintelligible, 1. e. translating
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2. Vulnerability

3. Information security

4. Encryption

5. Confidentiality

6. Availability

7. Unauthorized

plaintext into ciphertext using a
prescribed algorithm and a key.
b. Not permitted, accepted or agreed by

management.
¢. One of the three core elements of
information  security, along = with

availability and integrity. It essentially
concerns Secrecy or privacy.

d. The preservation of confidentiality,
integrity and availability of information.
In addition, other properties, such as
authenticity, accountability, non-
repudiation, and reliability can also be
involved.

e. Weakness in an information system, or
cryptographic system, or components
(e.g., system security  procedures,
hardware design, internal controls) that
could be exploited to violate system
security policy and result in a security
breach.

f. Property of completeness and accuracy
of information. Protected through controls
such as referential integrity, data entry
validation, digital signatures, honesty,
ethics and trust. One of the three core
elements of information security, along
with confidentiality and availability.

g. One of the three core elements of
information  security, along  with
confidentiality and integrity. It concerns
the requirement for information, IT
systems, people and processes to be
operational and accessible when needed.

Exercise 4. Define whether the following statements correspond to the

content of the text (yes, no).

1. Security is a basic human concept that is easy to define.
2. Information security is limited to controlling physical access to oral or

written information.
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3. The requirements for controlling and protecting information have grown
exponentially.

4. Control of computer networks is an important part of ITS.

5. Protecting the security of computer networks, especially when they are
connected to the Internet, has become the real challenge.

6. Information technology security is controlling access to all electronic
information.

7. There are three main objectives for ITS: confidentiality, integrity and
availability of data.

8. Allowing employees to access a network from a remote location can
decrease the number of vulnerability.

9. Information technology security is a responsibility only of those who are
directly concerned with it.

Exercise 5. Answer the following questions.

1. Did the problem of security exist in primitive societies?

2. Why has the significance of sharing and securing the important resources
of information increased in a modern society?

3. What examples of the importance of IS are given in the text?

4. What has made the control of computer networks an important part of ITS?
5. What is the most important task of ITS?

6. Who is allowed to get access to sensitive electronic information?

7. What are the 3 main objectives of ITS?

8. What are the advantages and disadvantages of an access from a remote
location?

9. Are there any totally secure systems?

Exercise 6. Arrange the following headings in the logical order. Match
them with the paragraphs of the text.

1. The demands of users versus the need of data confidentiality and integrity;
2. Responsibility for ITS;
3. History of information security;

4. Main objectives of ITS;
5. ITS in the digital era.

Exercise 7. Make up the summary of the text.

UNIT 8
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Data classification
Vocabulary

sensitivity cTerneHb KOHQUIEHINAaTbHOCTH

top secret COBEpPIIEHHO CEKPETHBIN

confidential JaHHBIE OrpaHUYEHHOTO MOJIB30BAHUS

security clearance mpoBepka Ha OTCYTCTBUE HAPYIICHUN CEKPETHOCTH
public information nndopmarius, 10CTyHasE HEOTPAHUYECHHOMY KPYTY JIUIL
level of protection ypoBeHb 3aIIUTHI

backup pe3epBHOE KOTUpOBaHUE

adequate security control COOTBETCTBYIOIIUI KOHTPOJIb 0€30MACHOCTH
fraudulently obtained noxy4yeHHbIII OOMaHHBIM ITyTEM

Exercise 1. Read the text and say which of the following statements
expresses its main idea.

1. Data classification is one of the foundational elements of information
security.

2. Each piece of information created should be assigned its classification
level.

3.Without a data classification scheme an organization might suffer from
constant security breaches.

(1) One of the foundational elements of an information security program is
the existence of and adherence to a formal data classification scheme. Yet,
many organizations—even those that profess a commitment to protecting
company and customer information—fail to implement data classification. We
will look at the reasons that data classification can be difficult and offers
several practical guidelines to overcome these obstacles.
What is data classification?
(2) Data classification is a simple concept. It is a scheme by which the
organization assigns a level of sensitivity and an owner to each piece of
information that it owns and maintains. In a hospital, for example, a data
classification scheme would identify the sensitivity of every piece of data in
the hospital, from the cafeteria menu to patient medical records. The most
widely recognized data classification scheme is the one used by governments,
such as the U.S., which assigns classifications such as:

e Top secret

e Secret

e Confidential

39



(3) When a document, letter, memo, or other piece of information is created,
the owner assigns to it a classification level, which among other things,
defines the security clearance of individuals that can access that information.
(4) Similarly, in business, organizations adopt data classification schemes to
define the levels of confidentiality that are required for each piece of
information created or maintained by the organization. A corporate data
classification scheme might comprise information classifications such as:

e Company confidential

e Private

e Sensitive

e Public
(5) Such a scheme greatly facilitates data security, because it instantly
identifies and communicates the level of protection required for any piece of
data as well as the audience that may view it. For example, a document that 1s
tagged as "company confidential” is easily recognized as not to be released
outside of the company. Further, it limits those who may access the
information to a defined group.
(6) A good data classification scheme also includes a time-element, to allow
a piece of information to change its status on a certain date. An example
would be a public company's earnings announcement, which might be
company confidential until the date of the earnings announcement, at which
time it becomes "public."
(7) There are many other attributes to data classification schemes, but these
few points are sufficient to establish why data classification is fundamental to
information security. Without a data classification scheme, an organization
treats all information the same. This increases the probability that sensitive
data will not have adequate security controls, increasing the risk of sensitive
data being compromised. It also means that less sensitive data will have more
security controls than necessary, leading to unnecessary restrictions and loss
of efficiency for operational personnel.
Consequence of failure in data classification
(8) Two high profile cases in 2005 show the severe losses that can arise when
data is not properly classified, the scheme is not adhered to in practice, or the
scheme is not used to drive security controls appropriate for each class of
data.
(9) In early 2005, ChoicePoint, a U.S. firm that provides information on
consumers to insurance companies and other types of businesses and
government agencies, revealed that criminals had fraudulently obtained valid
customer accounts that enabled access to approximately 150,000 consumer
names, addresses, Social Security numbers, and credit reports. Clearly, the
security controls that ChoicePoint had in place for its new customer account
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setup process were not adequate for the class of data that it allowed such
customers to access.

(10) Around the same time, Bank of America disclosed that it lost several
backup tapes in transit to a backup center. The tapes contained financial
information on 1.2 million government employees that were members of the
U.S. government's SmartPay credit card program. Although the Bank's data
classification scheme may have recognized the confidential nature of such
information when residing on the Bank's primary systems, it did not, in this
case, appear to extend to the same information when it was contained on
backup media.

(11) Although ChoicePoint and Bank of America can be faulted for not
adequately protecting confidential information, it is likely that both
organizations had a data classification scheme in place. The problem was that
they did not have adequate security controls based on the classification, at
least in these instances.

(12) Many organizations have an even more fundamental problem: they do
not have any data classification scheme at all. If data classification is a
foundational requirement for information security, what explains this failure?
(13) First, data classification is one place where the old maxim is true:
perfection is the enemy of the good. Some security professionals insist upon
a scheme that is perfect in theory, but difficult to implement. For example, if
most users are ignorant of basic security practices, successfully implementing
a robust data classification scheme will be extremely challenging. A data
classification program will only be effective if employees are willing to
properly classify each piece of information and maintain the classification.
An organization will be better served by a simple data classification scheme
that is put into practice — even one that is theoretically imperfect — than the
perfect scheme that exists in name only.

(14) Second, the development and implementation of data classification can
be downright expensive. The costs are two-fold: the cost of developing the
data classification scheme with appropriate controls based on each class of
data and then training all employees to recognize and classify data
accordingly. The development and training effort can be significant, but there
is even more effort required to classify existing data and to continue to
classify new data on an on-going basis. For healthcare organizations,
financial services firms, and others that are required by law to classify data,
the cost of these efforts may be rationalized in terms of regulatory
compliance. But for non-regulated organizations, it is often difficult for
management to justify such efforts as a necessary part of doing business.
Finally, the leaders of the security program — the chief information security
officer, and others — often lack the authority to drive a data classification
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program through to full implementation. In many companies, the security
program does not have the political clout required to gain acceptance for such
an ambitious initiative.

Exercise 2. Give the number of the paragraph which says about:

not adequate security control based on the classification of data; time —
element; cost of development and implementation of data classification;
definition of data classification; classification of data that might be
compromised; most widely recognized data classification scheme; security
clearance; data classification as fundamental to information security; data
classification as a foundational requirement for information security.

Exercise 3. Define whether the following statements correspond to the
content of the text (yes, no).

1. Data classification is of the least concern for many organizations.

2. Data classification is a scheme by which an organization defines an owner
to each piece of information.

3. According to the classification used by the US government all information
can be assigned as top secret, secret and public.

4. After creating any piece of information the owner should assign to it a
classification level.

5. Most corporate data classification scheme might comprise the following
levels of confidentiality — company confidential, private, sensitive, public.

6. Data classification scheme limits access to the information.

Exercise 4. Match the terms with their definitions.

1. Sensitive a. Highly sensitive internal documents that
could seriously damage the organization if such
information were lost or made public. It has
very restricted distribution and must be
protected at all times. Security at this level is
the highest possible.

2. Public b. The prevention of unauthorized use of a
resource, including the prevention of use of a
resource in an unauthorized manner.

3. Top secret ¢. Information in the public domain; annual
reports, press statements etc.; which has been
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approved for public use. Security at this level is
minimal.

4. Confidential d. Privileged or proprietary information which
if compromised by corruption, alteration, loss
or misuse, could cause serious harm to the
organization owing it.

5. Access control e. It is not available or disclosed to
unauthorized individuals.

Exercise 6. Give your own interpretation of the following words and
word combinations used in the text.

a) Data classification; b) a classification level; ¢) a corporate data
classification scheme; d) a time-element; e) adequate security control.

Exercise 7. Answer the following questions.

I. What is one of the foundational elements of an information security
program?

2. What is data classification?

3. What is the most widely recognized data classification scheme?

4. When should a document be given its classification level?

5. What classification levels does a corporate data classification scheme
comprise?

6. How can you explain the term “a time-element”?

7. Why i1s data classification fundamental to information security?

8. How did the criminal obtain the access to valid customers’ accounts of
ChoicePoint insurance company?

9. Was the Bank of America data classification scheme properly organized?
10. What were the consequences of failure in data classification in Choice-
Point and Bank of America?

11. Why is implementing of data classification difficult?

12. What does the cost of implementation of data classification include?

Exercise 8. Divide the text into logical abstracts and give each of them its

logical name. Write at least 4 sentences to each item of your plan. Make
up the summary of the text.

UNIT 9
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How does a computer virus work?
Vocabulary

Intricate 3amyTaHHBIN, 3aMbICTIOBAThII
Cell kierka

Loophole na3eiika

Bragging right noBoj a1t ropioctu
Rely on (v) HagesThes, ojaraTbes
Shut off (v) oTkmtouath

Crack down on (v) pacnpaBuThCS

Exercise 1. Read the text and say which of the following statements
expresses its main idea.

1. Most viruses have two phases of work — an attack and infection phase.
2.Viruses are created by people for different reasons.

3. Programs found on the Internet are much more vulnerable to viruses than
programs that are purchased on CD.

(1) You might be surprised to find out that computer viruses are in reality
marvels of the Information Age! So let us have a look at how computer
viruses work... Although computer viruses are very simple computer
programs, a properly engineered virus can have a devastating effect, causing
information loss and damages of billions of dollars. For example, the Melissa
virus (March 1999) forced Microsoft and other corporations to completely
shut off their email system. That was a wonder of modern programming and
nothing could stop it at that time.

(2) Computer viruses work much the same way that biological viruses work.
This 1s actually why they are called viruses. However, instead of a computer
virus being passed from one person to another, they are passed from one
computer to another. A biological virus requires a virus to attach itself to
another cell in the body and pass the virus into the cell. The virus will then
use the components of the healthy cell to reproduce itself. In this case, the
cell will either become so full of the replicated virus cells that it eventually
bursts, releasing the virus on to other cells, or the cells of the virus will
simply use the healthy cell to launch the virus cells to other healthy cells one
at a time. A computer virus works much the same way.

(3) Viruses are small pieces of software that attach themselves to real
software (or even media, like photos, mp3s, or movies). Whenever a user
runs the infected file(s), the virus comes to life and can either replicate and
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infect other programs and files, or explode with its full power. That in
general is how a computer virus works. Nowadays viruses are mainly focused
on replication. Otherwise, they would be useless. Of course, they can erase
the entire hard disk of your computer, but that is all.

(4) Once the healthy program starts running, the computer virus will then be
able to run, attach itself to other programs, and cause major destruction.
Computer viruses, unlike biological viruses, are created by people. People
write code that contains a computer virus, then test it to make sure that it
works, and attach some form of action to the virus. That action 1s whatever
the virus will do once it lands on a computer. Attaching this action is when
the virus creator either makes the virus come up with a happy face on
someone’s computer or erase their entire hard drive. There are a few reasons
why people write such destructive viral codes. One is simply because they
know how. And when they find a security loophole in a computer, they want
to take advantage of it before someone else does. Others do it just for the
thrill, just like others draw graffiti or break into cars simply for a thrill. And
of course, there’s always bragging rights that go along with creating a
particularly intricate and complicated virus that’s hard to crack. However,
because government officials are starting to crack down on these virus
creators that cause so much damage, those bragging rights might become a
thing of the past!

(5) There are two phases in how a computer virus works. The first phase is
the infection phase. Once the user runs the infected entity, the virus will load
into memory. It then scans for other programs and attempt to spread and
infect them as well. It does this by modifying the program to add its code.
Depending on its complexity, the computer virus might also attempt to search
for, and infect, PCs linked to the infected computer, throughout the network.
After the replication, the virus launches the real program, so the user has no
knowledge of the infection. If this were the only thing a computer virus can
do, nobody would hate them so much. However, now comes the dangerous
phase.

(6) Most viruses have an attack phase, which causes the damage. This attack
phase is triggered by a random event. For example, one might open Windows
Media Player and trigger the virus. Other triggers, such as a specific date, or
a specific number of replications are also used. Some viruses also react to
antivirus software or to different files on the hard drive. There are viruses
know to disable antivirus tools to make sure they are free to do whatever they
were programmed to do. In the attack phase, the virus can do virtually

anything from printing a message on the screen to a total erase of the user’s
hard disk.
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(7) This gives you a basic idea of how a computer virus works and the results
can be catastrophic to the user. In a manner of seconds, you can lose months
of work or, worse, lose your entire computer. There are viruses that are so
aggressive that they render computers unusable. Well, at least until some
parts of them are replaced. One might be lucky and end up with a silly
message on the screen or a few mp3s deleted, but these are very friendly
viruses. But all hope is not lost and people don’t simply have to rely on the
hope that a virus doesn’t land on their computer. There are many security
measures that any computer user can take to protect themselves against
computer viruses. Traditional viruses, although less common now, can be
protected against by running a more secure operating system such as Unix on
a computer. Viruses on these types of operating systems are virtually unheard
of because no one except the authorized user ever has access to the hard
drive. For operating systems such as MAC or Windows, it’s extremely
important to place some virus protection such as Norton or McAffey on the
computer to keep it safe and protected against viruses. It’s also important to
never open any executable attachments that come with email messages. Files
that have EXE, COM, or VBS are executable programs. Once you open
them, you give them free access to your computer, allowing them to do
whatever they wish. Programs found on the Internet are much more
vulnerable to viruses than programs that are purchased on CD. Because of
this, buying software from manufacturers that comes on its own CD is sure to
be a better safeguard against viruses than downloading programs online.
Lastly, it’s also very important to stay informed on what new security patches
can be downloaded to protect PCs. By taking these few simple steps, you can
be sure that you are doing what you can to save yourself major headaches
down the road.

Exercise 2. Give the number of the paragraph which says about:

2 phases of a computer virus work; the reasons why people write destructive
viral codes; an attack phase of a virus; resemblance of a computer virus to a
biological virus; general ways of a computer virus work.

Exercise 3. Define whether the following statements correspond to the
content of the text (yes, no).

1. Computer viruses are rather complicated computer programs.

2. Whenever a user runs the infected file(s), the virus comes to life and can
either replicate and infect other programs and files, or explode with its full
power.
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3. All viruses have two phases — an attack phase and an infection phase.

4. In the attack phase, the virus can do virtually anything from printing a
message on the screen to a total erase of the user’s hard disk.

5. There are viruses known to disable antivirus tools to make sure they are
free to do whatever they were programmed to do.

6. Traditional viruses, although less common now, can be protected against
by running a more secure operating system such as Unix on a computer.

7. Once you open executable programs, you give them free access to your
computer, allowing them to do whatever they wish.

8. Downloading programs from the Internet is safe.

Exercise 4. Match the terms with their definitions.

1. to replicate a. A process of loading a virus into computer
memory

2. viral code b. A mechanism that starts a series of events

3. an infection phase ¢. To create a copy of something

4. an attack phase d. A code that contains a virus

5. trigger e. A piece of software designed to update a
computer program, or its supporting data

6. executable program f. A process of causing damage to
software/hardware

7. security loophole g. a file containing a program that will run as
soon as it is opened

8. patch h. A vulnerability in software, typically in the

operating system, that enables an attacker to
compromise the system.

Exercise 5. Give your own interpretation of the following words and
word
combinations used in the text.

A computer virus; a devastating effect; a healthy program; replication; a
security loophole; an intricate virus; a friendly virus.

Exercise 6. Answer the following questions.

1. What problems can a computer virus cause?
2. Why are computer viruses called so?

3. What is a virus?

4. How do computer viruses spread?
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5. What is the difference between a biological virus and a computer virus?

6. What are the reasons for creating viruses?

7. What are the two phases of a computer virus work?

8. What is done during the attack phase?

9. What is done during the infection phase?

10. What measures should be take for protecting your computer from virus
attacks?

Exercise 7. Make up the plan of the text and render its content.
UNIT 10
How does antivirus software work?
Vocabulary

With a clean sweep ¢ monHo# 3aMeHOI
Registry folder manka peectpos
Common sense 3/IpaBblid CMBICII
Keylogger norrep kinaBuatypsl

Odd cTpannsbiit

Questionable coMHUTEIbHBIN

Alert (v) mpeaynpexiath 00 OMacCHOCTH

Exercise 1. Read the text and say which of the following statements
expresses its main idea.

1. If you run your antivirus software regularly your computer will be save
from malicious programs.

2. Antivirus software is practically a requirement for anyone using the
Windows operating system.

3. You should follow a certain set of rules to keep your computer virus free.

(1) Antivirus software is practically a requirement for anyone using the
Windows operating system. While it's true you can avoid computer viruses if
you practice safe habits, the truth is that the people who write computer
viruses are always looking for new ways to infect machines. There are
several different antivirus programs on the market — some are free and some
you have to purchase. Keep in mind that free versions often lack some of the
nicer features you'll find in commercial products.
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(2) Let's start with the assumption that you're able to run antivirus software.
Assuming your antivirus software is up to date, it should detect malware on
your machine. Most antivirus programs have an alert page that will list each
and every virus or other piece of malware it finds. You should write down the
names of each malware application your software discovers.

(3) Many antivirus programs will attempt to remove or isolate malware for
you. You may have to select an option and confirm that you want the
antivirus software to tackle the malware. For most users, this is the best
option — it can be tricky removing malware on your own. If the antivirus
software says it has removed the malware successfully, you should shut down
your computer, reboot and run the antivirus software again. This time, if the
software comes back with a clean sweep, you’re good to go. If the antivirus
software finds different malware, you may need to repeat the previous steps.
If it finds the same malware as before, you might have to try something else.
(4) If you can’t access your antivirus software or you keep seeing the same
malware pop up scan after scan, you may need to try and start your computer
in Safe Mode. Many computer viruses will store files in your Windows
registry folder. This folder acts like a database of instructions and tells your
operating system important information about the programs you have on your
computer. It can also tell viruses to activate as soon as the operating system
loads. Starting your computer in Safe mode allows you to work with your
machine using only the core elements of the Windows OS.

(5) Try running your antivirus software in this mode. If you see new malware
pop up, you may have hit upon your solution. Some malware exists only to
download other kinds of malware and install them on your machine. If you
can remove all of these applications, you’ll be in good shape. If for some
reason your antivirus software can't remove the virus on its own, it's time to
do a little more research. Remember when we said you should write down the
names of all the malware applications that your software discovered? Here's
where that comes into play. You’ll need to research each of those files online
using the appropriate Internet security firm. Make sure to use the same firm
that produces the antivirus software you’re using. That’s because different
firms sometimes give the same virus different names. Not all firms will refer
to the same virus the same way.

(6) Most Internet security firms will list all the files associated with a
particular virus and tell you where you can expect to find those files. You
may have to do some digging to find each file. Before you delete any files,
you should save a backup copy of your Registry folder. If you accidentally
delete the wrong file, you may make it difficult or impossible to run your
computer properly. Delete all the files associated with the malware on your
list. Once that's done, you'll need to reboot your computer and run your
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antivirus software again. Hopefully nothing else will pop up. You may want
to update your login information for your various accounts online. Some
malware has key logging software that can send your passwords and
information to a remote user. It's better to be safe than sorry.

(7) There are some simple rules you can follow that will help you avoid
computer viruses. Most of these fall under the category of common sense.

* Don't open strange e-mail attachments or click on hyperlinks in email. Virus
programmers love to trick people into clicking on links that will lead them to
malicious software. Let people know that you don't click on hyperlinks in e-
mail unless the sender includes a description of the link and what it leads to.
If your e-mail client supports autolaunch, turn it off. Otherwise, you might
automatically activate a computer virus just by opening the e-mail.

*The same applies to other messages you might encounter. Hyperlinks in
message boards, Facebook messages or instant messages can sometimes lead
to malware. Pay attention to the source of the message. Look for any unusual
signs like misspellings or odd sentence structure, particularly if the person
who sent you the message normally avoids errors. If you do see an odd link,
you may want to let the sender know — he or she might be the victim of a
hacked account.

* Don't visit questionable Web sites. This includes everything from software
and music to video piracy sites. Many current Web browsers will alert you if
you try to go to a site that is known for hosting malware. Pay attention to
these warnings and stay away from those sites.

* Pay close attention to any windows that pop up while you surf the Web. If
you see a notification claiming that you need to download the latest video
driver to watch something, use caution. This is a common tactic used to
distribute malware.

* Run your antivirus software at least once a week. You should also make
sure your antivirus software and OS remain current by downloading updates
and patches on a regular basis. Most antivirus software updates at least once a
week as security firms add more virus information to their databases.
 Avoiding viruses might sound like a lot of work but keep in mind it's easier
than fixing a computer that's been hit with a virus.

Exercise 2. Give the number of the paragraph which says about:
Safe mode; Windows registry folder; information on an alert page; different
kinds of antivirus software; hyperlinks that might lead to malware; rebooting

and running antivirus software after removing malware; different names for
the same viruses.
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Exercise 3. Define whether the following statements correspond to the
content of the text (yes, no).

1. If you practice safe habits, you can avoid computer viruses.

2. You have to purchase all antivirus software programs.

3. All antivirus software programs have an alert page that will list each and
every virus or other piece of malware it finds.

4. Many antivirus programs will attempt to remove or isolate a virus without
your assistance.

5. You should always reboot your computer after the malware has been
deleted successfully.

6. Many computer viruses will store files in your Windows Registry folder.

7. All malware exists only to download other kinds of malware and install
them on your computer.

8. Before deleting any files you should save a backup copy of your Registry
folder.

9. You may automatically activate a computer virus just by clicking on
unknown links.

10. All current Web browsers will alert you if you try to go to a site hosting
malware.

I1. You should always make sure your antivirus software and operating
system remain current by downloading updates and patches.

Exercise 4. Match the terms with their definitions.

1. malware a. to remove power from a computer's main
components in a controlled way.

2. to shut down the

computer b. a running computer system is restarted, either
intentionally or unintentionally.
c¢. any type of software used to disrupt computer
operation, or gain access to private computer.

3. rebooting d. a file sent with an e-mail message

4. registry folder e. a way for the Windows operating system to
run with the minimum system files necessary.

5. keylogging f. to start a computer automatically.

6. attachment g. the practice of covertly recording and

monitoring

keystrokes on a remote computer, typically
using a dedicated software applications or piece
of implanted hardware.
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7. autolaunch h. database used by Microsoft Operating system
to store configuration information installed on a
computer

8. safe mode i. and extra part or extension that is or can be
sent along with an e-mail

Exercise 5. Give your own interpretation of the following words and
word combinations used in the text.

Antivirus software; an alert page; reboot a computer; safe mode; clean
sweep; login information; message board; questionable site; to remain
current.

Exercise 6. Answer the following questions.

1. Is antivirus software a compulsory requirement for anyone using the
Windows Operating System?

2. What information is listed on an alert page?

3. What is the best option for most users after a virus has been spotted on
your computer?

4. What should be done if you keep seeing the same malware pop up scan
after scan?

5. Where do many computer viruses store their files within an operating
system?

6. Why is it important to write down the names of all the malware
applications that your software discovered?

7. Do all firms use the same names for all the viruses?

8. Why should a backup copy of your Registry folder be saved?

9. How does key logging software act?

10. How often should you run antivirus software?

Exercise 7. Make up the plan of the text and render its content.
UNIT 11
Types of computer crimes and their impact
Vocabulary

bundled software cranmaptroe 10 (nocraBnsiemoe B komiuiekTe ¢ 1K)
original equipment U3roTOBUTENIb KOMIUIEKCHOTO 000Dy 10BaHHUS
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unbundling pa3ykoMIuIeKTOBaHHE

softlifting pacceuBanue [10, He3akoHHOE pazmHoOkeHue 110

to counterfeit (v) danbcudunupoBaTh, MOAACIBIBATH

peer-to-peer MMPUHTOBBIN, IECHTPAIN30BaHHBIN

shareware ycinoBHo-0ecratHoe [10

executable file daitn, comepxaniuii UICOJIHUMBIN KO/

replicate (V) KonupoBaTh, THPAKUPOBATH

backdoor (trapdoor) «1azeitka» (qocTyn B 00X0/1 CUCTEMBbI O€30IIaCHOCTH )
to disrupt (v) moapsiBaTh, HAPYIIAThH

retaliation pacraTa, Bo3mMe3ue

ping of death mnpegHamepeHHOE TmEpeNoJIHEHHE BXOAHBIX Oydepos
KOMITbIOTEpA C 1I€JIbIO0 BEIBECTU €T0 U3 CTPOSI

to round down (V) OKpyTJIAITh B MEHBIIYIO CTOPOHY

cumulative COBOKYIIHBI

bogus GUKTUBHBIM

Exercise 1. Read the text and say which of the following statements
expresses its main idea.

I. Cyber crimes are faster growing crimes in the world which cause
enormous financial losses.

2. All types of cyber crimes are united by their goals.

3. Viruses, Trojan Horses and worms are the main types of malicious
software.

(1) Cyber crime is faster growing crime in the world with millions of people
affected every day. The effects of one successful attack on a corporation can
have far-reaching implications, including financial losses at the corporate
level, to stock losses and money lost for consumer or stockholders.
According to the Congressional Research Service, several computer security
consulting firms estimate global financial losses from viruses, worm attacks
and other hostile computer-based attacks to be between $13 and $226 billion.
Laws have been swiftly put into place to halt these types of attacks, but
criminals find haven in countries with lax cyber crime law. According to
crime-research.org, as early as 2003 the United States was already leading
the world in percentage of cyber attacks at 35,4 percent, followed by South
Korea at 12,8 percent. Countries with high rates of computer piracy, such as
Russia, have reacted slowly to cyber crime. Cyber attacks come in several
forms, with the hacker varying his methods depending on the target, the
situation and what he is seeking.

Software piracy
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(2) Most retail programs are licensed for use at just one computer site or for
use by only one user at any time. By buying the software, you become a
licensed user rather than an owner. You are allowed to make copies of the
program for backup purposes, but it is against the law to give copies to
friends and colleagues.

(3) Some common types of software piracy include counterfeit software,
OEM unbundling, softlifting, hard disk loading, corporate software piracy,
and Internet software piracy. OEM (original equipment manufacturer)
unbundling involves dissembling the bundled software that is sold in
conjunction with OEM hardware and installing it on other machines.
Softlifting occurs when users share their software with other users who are
not authorized to have access by the End-user License Agreement. Hard disk
loading takes place when an unauthorized copy of commercial software is
installed onto a computer system. The end user, or purchaser in this case, will
then use the computer system with pirated software, often not realizing that
the software that was pre-installed on the computer system is not legitimate.
This type of piracy is most common with operating systems, especially older
Microsoft branded operating system such as Windows 95 and Windows 98.
(4) Counterfeit software occurs when fake copies of software are produced in
such a way that they appear to be authentic. Counterfeit software would
include CD or DVD along with any accompanying manuals that the original
legitimate software was sold with, but sold at a price well below that of the
legitimate software. Internet software piracy involves illegally obtained
software, through Internet channels, usually through peer-to-peer file sharing
systems or downloaded from pirate Web sites. Corporate software piracy
occurs when corporations underreport the number of software installations
acquired through volume purchase agreement.

(5) Originally, software companies tried to stop software piracy by copy-
protecting software. This strategy failed, however. An entirely different
approach to software piracy, called shareware, acknowledges the futility of
trying to stop people from copying software and instead relies on people’s
honesty. Shareware publishers encourage users to give copies of programs to
friends and colleagues but ask everyone who uses a program regularly to pay
a registration fee to the program’s author directly.

Viruses, Worms and Trojan Horses

(6) Viruses, worms and Trojan horses are all malicious programs that can
cause damage to the computer, but there are differences among them. A
computer virus attaches itself to a program or file enabling it to spread from
one computer to another, leaving infections as it travels. Some viruses may
only cause annoying effects while others can damage your hardware,
software or files. Almost all viruses are attached to an executable files, which
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means the virus may exist on your computer but it actually cannot infect your
computer unless you run or open the malicious program. It is important to
note that a virus cannot be spread without a human action, such as running an
infected program, to keep it going.

(7) A worm is similar to a virus and is considered to be a sub-class of a virus.
Worms spread from computer to computer, but unlike a virus, it has
capability to travel without any human actions. The biggest danger with a
worm is its capability to replicate itself on your system. Your computer could
send our hundreds or thousands of copies of the worm to everyone listed in
your email address book, creating a huge devastating effect. In most cases the
worm consumes too much system memory (or network bandwidth), causing
Web servers, network servers and individual computers to stop responding.
In recent years, worm attacks are designed to allow malicious users to control
the computer remotely.

(8) A Trojan Horse, at first glance, will appear to be useful software but
actually do damage once installed or run on your computer. Though some
Trojans are designed to be more annoying than malicious (like changing your
desktop, adding silly active desktop icons), others can cause serious damage
by deleting files and destroying information on your system. Trojans are also
known to create a backdoor on your computer that gives malicious users
access to your system, possibly allowing confidential or personal information
to be compromised. Unlike viruses and worms, Trojans do not reproduce by
infecting other files nor do they self-replicate.

Denial of service attacks

(9) The Denial of Service attack is primarily designed to disrupt the
availability of the target server or network. Many times hackers launch DoS
attacks in retaliation for a company’s policies, or against a government for its
actions. The main goal in a DoS attack is to make the target’s resources
unavailable to users. The “Ping of Death” is a common DoS attack method
which the attacker sends a flood of “ping” commands to the target, eventually
overwhelming it with requests.

Salami slicing

(10) Salami slicing was employed successfully by criminally inclined IT staff
to acquire large sums of money, by means of very small amounts. In a small
example, a bank employee could always round down on transactions and
pocket the difference. A few pennies here and there in small transactions is
hard to spot, but the cumulative effect across numerous transactions could be
significant. Salami slicing usually comes to light when the individuals
involved are observed to be living well beyond their salary levels with no
visible other means of support.

Spoofing
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(11) The word “spoof” means to hoax, trick or deceive. Therefore, in the IT
world, spoofing refers tricking or deceiving computer systems or other
computer users. This is typically done by hiding one’s identity or faking the
identity of another user on the Internet. Spoofing can place on the Internet in
several different ways. One common method involves sending messages
from a bogus e-mail address or faking the e-mail address of another user. IP
spoofing involves masking the IP address of a certain computer system.
Because IP spoofing makes it difficult to track the sources of a transaction, it
is often used in denial-of-service attacks that overload a server. This may
cause the server to either crash or become unresponsive to legitimate request.
Finally, spoofing can be done by simply faking an identity, such as an online
username. For example, when posting on a Web discussion board, a user may
pretend he is the representative for a certain company when he actually has
no association with the organization. In online chat rooms, users may fake
their age and location.

Hijacking

(12) Hijacking is a type of network security attack in which the attacker takes
control of a communication between two entitles and masquerades as one of
them. In one type of hijacking, the criminal takes control of an established
connection while it is in progress. The attacker intercepts messages in a
public key exchange and then transmits them, substituting their own public
key for the requested one, so that the two original parties still appear to be
communicating with each other directly. The attacker uses a program that
appears to be the server to the client and appears to be the client to the server.
This attack may be used simply to gain access to the message, or to enable
the attacker to modify them before retransmitting them.

(13) Another form of hijacking is browser hijacking, in which a user is taken
to a different site than the one the user requested. The attacker gains access to
DNS (Domain name system) records on a server and modifies them so that
requests for the genuine Web page will be redirected elsewhere — usually to a
fake page that the attacker has created. This gives impression to the viewer
that the Web site has been compromised, when in fact, only a server has
been.

Exercise 2. Give the number of the paragraph which says about:
Trojan Horses; shareware; IT spoofing; impact of cyber attacks; counterfeit
software; malware designed to disrupt the availability of the target server or a

network; common types of software piracy; a worm; corporate software
piracy.
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Exercise 3. Define whether the following statements correspond to the
content of the text (yes, no).

1. Cyber crimes can be rather annoying, but hardly ever result in financial
loses.

2. Computer criminals are hiding from law and justice by migrating into
foreign countries.

3. Rates of cyber crimes in the USA are particularly low.

4. Viruses cannot damage computer hardware.

5. A virus cannot infect a computer unless a user runs or opens the malicious
program.

6. Trojan horses are notorious for their ability to replicate themselves and
send multiple copies to other computers.

7. A criminal involved into salami slicing can be easily spotted by the police.
8. Denial of the service attack is frequently preceded by IP spoofing.

9. Browsers hijacking results in redirecting users to a bogus site on the
Internet.

Exercise 4. Match the terms with their definitions.
1. Virus a. A concealed instruction to a computer that appears

to be a useful application but actually does something
destructive in the background.

2. Phishing b. An illicit program that allows unauthorized entry.

3. DoS attack ¢. Gaining an unauthorized access by using IP address
of a trusted host.

4. Trojan horse d. A person who enjoys learning programming

languages and computer systems and can often be
considered an expert on the subject

5. Salami slicing e. A process of attempting to acquire confidential
information such as username, passwords, and credit
card details, by masquerading in an electronic
communication.

6. Trapdoor f. Programs sold with a computer or other hardware
as a part of a package.

7. Software piracy g. A malicious program that can reproduce itself and
cause damage to the computer software.

8. Spoofing h. Violating a license agreement by installing a
legally purchased software on multiple unauthorized
computers.
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9. Hacker

10. Cyber crime

11. Bundled software
12. Softlifting

13. Counterfeit
14. Executable file

i. A file in a format that the computer can directly
execute.

J- An act of illegally using, copying or distributing
software without purchasing.

k. Making an imitation of something valuable with
intention to deceive.

l. Paralyzing a computer network by flooding it with
large number of requests or data sent simultaneously
from many individual computers.

m. A criminal dealing with computers and networks.
n. A number of small illegal activities that creates a
serious crime.

Exercise 5. Give your own interpretation of the following words and
word combinations used in the text.

Cyber crime; counterfeit software; bundled software; shareware; softlifting;
to fake user’s age and location; to spread a virus without a human action; to
compromise information.

Exercise 6. Answer the following questions.

1. What is the rate of growth of cyber crimes in the world?

2. What are the main types of cyber crimes?

3. What are the common types of software crimes?

4. What types of malware can you name?

5. What is the difference between a virus and a worm?

6. Trojan Horses are designed to be more annoying than malicious, aren’t

they?

7. What is the main goal of Denial of Service Attack?
8. What was Salami Slicing designed for?

9. What methods does spoofing involve?

10.What are the two main forms of hijacking?

Exercise 7. Make up the summary of the text.

2.2 JlonoJHUTEJbHBIE TEKCTHI JIsl IepeBoaa

TEXT 1 OPERATING SYSTEM
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Functions of an Operating System

The operating System’s (OS) function i1s to manage the main
components of a computer and act as a user interface for the computer’s
hardware. The OS plays an important role for the entire computer system.
The operating system is responsible for performing the following activities,
provides a user interface, performs common hardware functions, manages
system memory, manages processing tasks, provides network capability,
controls access to system resources and manages files.

Types of system interfaces

Providing a system interface, which allows users the ability to access
the computer system, is a principle function of any operating system. There
exist many different types of system interfaces, which include command
based user interfaces and graphical user interfaces.

Command-based user interface
The first computer system interfaces were command based. A command-
based user interface requires users to memorize commands and type them in
order to run programs and accomplish tasks. Such user interfaces were
predominately in personal computers used until Windows 3.1 became
standard issue in 1992.

Graphical user interface

The main difference between the graphical user interface and the
command-based user interface is that the prior uses icons, menus and button-
bars, which are activated by mouse to operate software. In his writings,
Cardinali (1994) explains that graphical user interfaces are linked to an
increase in productivity amongst users. Studies showed that the graphical
user interface significantly reduces the learning curve opposed to its
command driven counterpart. Cardinali (1994) attributes the graphical
interface’s preference among users to the elimination of having to memorize
commands. The most commonly used graphical user interface today is
Windows by Microsoft.

Common hardware functions

The performance of a computer depends on the Operating system’s
management of hardware, which includes extrapolating data from input
devices or retrieving data from disks, storing the data and displaying the
information via output devices such as a monitor. The OS converts simple
instructions for the tasks above into detailed instructions that the computer is
able to interpret. In addition, the OS communicates errors and attention needs
required by input/output devices.

Memory Management and processing tasks

Sobh and Tibrewal (2006) state, «Memory is an important resource that
must be carefully managed». The memory management feature is responsible
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for directing user requests for date to the data’s physical storage location.
Other functions of the memory management feature include space
multiplexing and multitasking. Space multiplexing means that more than one
user can be operating the OS at the same time, under this assumption, the OS
schedules every process in such a way that users get the impression that their
processes reside directly on the RAM. Multitasking allows users to run more
than one application simultaneously. In short, the job of the memory manager
is to keep track of which parts of memory are in use and which parts are not
in use, to allocate memory to processes when they need it and de-allocate it
when they are done, and to manage swapping between main memory and
disc when main memory is not big enough to hold all the processes.
Networking capability, system resources, and file management
Some operating systems provide features that allow users to connect to
computer networks and the capability to link users to the Internet (Stair and
Reynolds, 2006). The networking capability of the OS makes a user more
vulnerable to security issues. Therefore, the OS is equipped with protection
features such as password protected log-on features, the recording of user
information pertaining to the log-on, and the reporting of security breaches.
Furthermore, users may require that more than one person have access to the
same computer. The OS protects multiple users on the same computer by
keeping track of where each file is stored and who is authorized to access it.
Market share and trends
e The major operating systems are Windows, Mac OS, UNIX and Linux.
e Windows decisively dominates the workstation market, with almost
90% of market share. Mac OS has recently increased its share to about
10%.
e Windows XP is still the major workstation operating system, with 65%
to Vista’s 24%.
e Windows and UNIX each command about a third of the server market.
Pros, Cons and Costs
e The major advantages of Windows are availability of business
applications software, support and resources, and very high mainstream
comfort levels.
e The high cost of matching Windows applications on other systems and
the high cost of migration are the greatest barriers to change.
e Despite somewhat higher hardware costs, Mac TCO is lower than that
of Windows.
e Mac OS offers the advantages of less «user friction interface», higher
productivity, lower maintenance and support costs, and better security.
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e Windows licensing costs are far higher than the other operating
systems. Mac servers include unlimited licences, and UNIX and Linux
are free.

e Estimates were that there would be 500,000 new pieces of malware
(viruses, Trojans, etc.) for Windows by the end of 2008. Threats to Mac
OS, UNIX and Linux are negligible.

e TCO findings for servers are mixed with some studies finding higher
TCO for UNIX and Linux, others for Windows — depending on who
commissioned the study.

e Linux and UNIX offer low maintenance requirements, exceptional
stability and very good security.

e Mixed networks often make tremendous business sense, as they allow
businesses to match systems to their needs instead of vice versa.
Conclusion
The Operating system is responsible for providing users with an

interface that allow them to communicate directions in order to perform
specified tasks on a computer. The OS facilitates the above process by
managing common hardware functions, where it converts simple directions
into detailed instructions the computer can interpret. Furthermore, the OS
manages memory and processing tasks, which allow users to store and
request data, to run more than one application at a time and even allow
multiple users access to the same system. Finally, the OS secures the users
files by managing its resource allocation and files, which allow users to
comfortably share their computer and networking capabilities with others.
(5,242 symbols)
http://www.nashnetworks.ca/pros-cons-and-costs-of-operating-systems.htm
https://jennadoucet.wordpress.com/2010/03/14/functions-of-an operating-

system/

TEXT 2 29 YEARS OF WINDOWS EVOLUTION

Microsoft’s Windows operating system was first introduced in 1985.
Over 29 years later a lot has changed, but what things have stayed the same?
Microsoft Windows has seen nine major versions since its first release in
1985. Over 29 years later, Windows looks very different but somehow
familiar with elements that have survived the test of time, increases in
computing power and — most recently — a shift from the keyboard and mouse
to the touchscreen.
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Here’s a brief look at the history of Windows, from its birth at the
hands of Bill Gates with Windows 1 to the latest arrival under new Microsoft
chief executive Satya Nadella.

Windows 1

This is where it all started for Windows. The original Windows 1 was
released in November 1985 and was Microsoft’s first true attempt at a
graphical user interface in 16-bit.

Development was spearheaded by Microsoft founder Bill Gates and ran
on top of MS-DOS, which relied on command-line input.

It was notable because it relied heavily on use of a mouse. To help
users become familiar with this odd input system, Microsoft included a game,
Reversi that relied on mouse control, not the keyboard, to get people used to
moving the mouse around and clicking onscreen elements.

Windows 2

Two years after the release of Windows 1, Microsoft’s Windows 2
replaced it in December 1987. The big innovation for Windows 2 was that
windows could overlap each other, and it also introduced the ability to
minimise or maximise windows instead of «iconising» or «zooming.

The control panel, where various system settings and configuration
options were collected together in one place, was introduced in Windows 2
and survives to this day.

Microsoft Word and Excel also made their first appearances running on
Windows 2.

Windows 3

The first Windows that required a hard drive launched in 1990.
Windows 3 was the first version to see more widespread success and be
considered a challenger to Apple’s Macintosh and the Commodore Amiga
graphical user interfaces.

Windows 3 introduced the ability to run MS-DOS programmes in
windows, which brought multitasking to legacy programmes. Windows 3
supported 256 colours bringing a more modern, colourful look to the
interface.

Windows 3.1

Windows 3.1 released in 1992 is notable because it introduced
TrueType fonts making Windows a viable publishing platform for the first
time.

Minesweeper also made its first appearance. Windows 3.1 required
IMB of RAM to run and allowed supported MS-DOS programs to be
controlled with a mouse for the first time. Windows 3.1 was also the first
Windows to be distributed on a CD-ROM.

Windows 95
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As the name implies, Windows 95 arrived in August 1995 and with it
brought the first ever Start button and Start menu. New windows launched
with a gigantic advertising campaign.

It also introduced the concept of “plug and play” — connect a peripheral
and the operating system finds the appropriate drivers for it and makes it
work. That was the idea; it didn’t always work in practice.

Windows 95 also introduced a 32-bit environment, the task bar and
focused on multitasking. MS-DOS still played an important role for
Windows 95, which required it to run some programmes and elements.
Internet Explorer also made its debut on Windows 95, but was not installed
by default.

Windows 98

Released in June 1998, Windows 98 built on Windows 95 and brought
with it IE 4, Outlook Express, Windows Address Book, Microsoft Chat and
NetShow Player, which was replaced by Windows Media Player 6.2 in
Windows 98 Second Edition in 1999.

Windows 98 introduced the back and forward navigation buttons and
the address bar in Windows Explorer, among other things. One of the biggest
changes was the introduction of the Windows Driver Model for computer
components and accessories — one driver to support all future versions of
Windows.

USB support was much improved in Windows 98 and led to its
widespread adoption, including USB hubs and USB mice.

Windows ME

Windows ME was the successor to Windows 98 SE and was targeted
specifically at home PC users. It included Internet Explorer 5.5, Windows
Media Player 7, and the new Windows Movie Maker software, which
provided basic video editing and was designed to be easy to use for users.
Microsoft also updated the graphical user interface.

Windows 2000

Windows 2000 was released in February 2000 and was based on
Microsoft’s business-orientated system Windows NT and later became the
basis for Windows XP.

Microsoft’s automatic updating played an important role in Windows
2000 and became the first Windows to support hibernation.

Windows XP

Arguably one of the best Windows versions, Windows XP was released
in October 2001.

It was based on Windows NT like Windows 2000, but brought the
consumer-friendly elements from Windows ME. The Start menu and task bar
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got a visual overhaul, bringing the familiar green Start button, blue task bar
and vista wallpaper and other visual effects.

ClearType, which was designed to make text easier to read on LCD
screens, was introduced, as were built-in CD burning, autoplay from CDs and
other media, plus various automated update, that unlike Windows ME
actually worked.

Windows XP was the longest running Microsoft operating system,
seeing three major updates and support up until April 2014 — 13 years from
its original release date. Windows XP was still used on an estimated 430m
PCs when it was discontinued.

Its biggest problem was security: though it had a firewall built in, it was
turned off by default. Windows XP’s huge popularity turned out to be a boon
for hackers and criminals, who exploited its flaws.

Windows Vista

Windows XP to remain competitive for six years before being replaced
by Windows Vista in January 2007. Vista updated the look and feel of
Windows with more focus on security.

It also ran slowly on older computers. PC gamers saw a boost from
Vista’s inclusion of Microsoft’s DirectX 10 technology.

Windows Media Player 11 and IE 7 debuted, along with Windows
Defender an anti-spyware programme. Vista also included speech
recognition, Windows DVD Maker and Photo Gallery. Later a version of
Windows Vista without Windows Media Player was created in response to
anti-trust investigations.

Windows 7

Considered by many as what Windows Vista should have been,
Windows 7 was first released in October 2009. It was intended to fix all the
problems and criticism faced by Vista, with slight tweaks to its appearance
and a concentration on user-friendly features.

It was faster, more stable and easier to use. For this reason, users and
would upgrade to from Windows XP, forgoing Vista entirely.

Windows 7 continued improvements on Windows Aero (the user
interface introduced in Windows Vista) with the addition of a redesigned
taskbar that allows applications to be “pinned” to it, and new window
management features. Other new features were added to the operating
system, including libraries, the new file sharing system HomeGroup, and
support for multitouch input.

In contrast to Windows Vista, Windows 7 was generally praised by
critics, who considered the operating system to be a major improvement over
its predecessor due to its increased performance, its more intuitive interface.

Windows 8
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Released in October 2012, Windows 8 was Microsoft’s most radical
overhaul of the Windows interface, ditching the Start button and Start menu
in favour of a more touch-friendly Start screen.

The new tiled interface replaces the lists of programmes and icons.

A desktop was still included, which resembled Windows 7.

Windows 8 was faster than previous versions of Windows and included
support for the new, much faster USB 3.0 devices. The Windows Store,
which offers universal Windows apps that run in a full-screen mode only,
was introduced. Programs could still be installed from third-parties like other
iterations of Windows.

The radical overhaul was not welcomed by many. Microsoft attempted
to tread a fine line between touchscreen support and desktop users, but
ultimately desktop users wanting to control Windows with a traditional
mouse and keyboard and not a touchscreen felt Windows 8 was a step back.
Even despite the parallel rise of tablets such as the iPad, and smartphones,
which had begun outselling PCs by the end of 2010.

A free point release to Windows 8 introduced in October 2013,
Windows 8.1 marked a shift towards yearly software updates from Microsoft.

Windows 10

Announced on 30 September 2014, Windows 10 has only been released
as a test version for keen users to try. The “technical preview” is very much
still a work in progress.

Some interesting features include the ability to switch between a
keyboard and mouse mode and a tablet mode, for those computers like the
Surface Pro 3 with a detachable keyboard.

Windows 10 — despite being the ninth version of Windows — is
designed to unify all Windows platforms across multiple devices, including
Windows Phone and tablets, with universal apps that can be downloaded
from the Windows Store and run on all Windows devices. Windows 10 was
also criticized for limiting how users can’t control its operation; in particular,
Windows Update installs all updates automatically, no longer allows users to
selectively install updates, and only the Pro edition of Windows 10 can delay
the automatic installation of new builds of the platform.

(7,401 symbols)
https://www.theguardian.com/technology/2014/oct/02/from-window:s-
1-to-windows-10-29-years-of-windows-evolution

TEXT 3 UNIX

The uniqueness of UNIX
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The features that made UNIX a hit from the start are: multitasking
capability, multi-user capability, portability, UNIX programs, library of
application software, security.

1. Multitasking Capability

Many computers do just one thing at a time, as anyone who uses a PC
or laptop can attest. Try logging onto your company's network while opening
your browser while opening a word processing program. Chances are the
processor will freeze for a few seconds while it sorts out the multiple
instructions. UNIX, on the other hand, lets a computer do several things at
once, such as printing out one file while the user edits another file. This is a
major feature for users, since users don't have to wait for one application to
end before starting another one.

2. Multi-user

The same design that permits multitasking permits multiple users to use
the computer. The computer can take the commands of a number of users —
determined by the design of the computer — to run programs, access files, and
print documents at the same time.

The computer can't tell the printer to print all the requests at once, but it
does prioritize the requests to keep everything orderly. It also lets several
users access the same document by compartmentalizing the document so that
the changes of one user don't override the changes of another user.

3. System portability

A major contribution of the UNIX system was its portability,
permitting it to move from one brand of computer to another with a minimum
of code changes. At a time when different computer lines of the same vendor
didn't talk to each other — yet alone machines of multiple vendors — that
meant a great savings in both hardware and software upgrades. It also meant
that the operating system could be upgraded without having all the customer's
data inputted again. And new versions of UNIX were backward compatible
with older versions, making it easier for companies to upgrade in an orderly
manner.

4. UNIX Programs

UNIX comes with hundreds of programs that can divide into two
classes; Integral utilities These are absolutely necessary for the operation of
the computer, such as the command interpreter, and Tools that aren't
necessary for the operation of UNIX but provide the user with additional
capabilities, such as typesetting capabilities and e-mail.

UNIX Communications

E-mail is commonplace today, but it has only come into its own in the
business community within the last 10 years. Not so with UNIX users, who
have been enjoying e-mail for several decades. UNIX e-mail at first
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permitted users on the same computer to communicate with each other via
their terminals. Then users on different machines, even made by different
vendors, were connected to support e-mail. And finally, UNIX systems
around the world were linked into a world wide web decades before the
development of today's World Wide Web.

5. Applications libraries

UNIX as it is known today didn't just develop overnight. Nor were just
a few people responsible for its growth. As soon as it moved from Bell Labs
into the universities, every computer programmer worth his or her own salt
started developing programs for UNIX. Today there are hundreds of UNIX
applications that can be purchased from third-party vendors, in addition to the
applications that come with UNIX.

6. Security.

It is safe, preventing one program from accessing memory or storage
space allocated to another, and enables protection, requiring users to have
permission to perform certain functions, i.e. accessing a directory, file, or
disk drive.

UNIX at HOME

A few of the many advantages of using Unix at home are: Unix runs on
older, less powerful machines. If your machine does not have enough CPU
speed and memory for Windows, it can still run Unix.

Several Unix flavors such as FreeBSD are free. Additionally high
quality, free applications like the eMacs text editor, Apache web server and
GIMP image editor are available for Unix platforms. Equivalent Windows
software costs hundreds of dollars Unix provides a flexible multi-user
environment. Each member of the family can have their own account with
personal settings and secure files. You can keep the kids from reading your
work, financial or personal files, while allowing your spouse to access
financial files but not work or personal files.

Unix provides the ultimate in computer programming environments.
Powerful C, C++, Fortran and Java compilers along with development tools
are available for free. Furthermore, the Internet 1s littered with libraries of
free code for these compilers. It would cost over $1,000 to create a
comparable programming environment for a machine running Windows.

On the downside

You should only consider Unix if you are willing to spend a lot of time
working on your operating system. Unix is harder to install, maintain and
upgrade than Windows or the MacOS. More home oriented applications run
under Windows than Unix. If you need educational software for the kids or
love computer games, Windows is a better choice than Unix. Dual booting
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(running Windows and Unix on the same machine) overcomes this
disadvantage.

UNIX Evaluation

In making a decision on which OS is better, we must finally evaluate
the abundant advantages of UNIX over the disadvantages. As programs
continue to become larger and more complex, and as computers become
faster and increase in complexity, operating systems must become more and
more stable. In comparison with Windows NT, UNIX maintains this stability
very well.

NASA, who relies very heavily on their equipment, prefers UNIX
because if its stability in complex, mission-critical tasks as UNIX very rarely
crashes (see graph below). When UNIX does actually crash, only parts of it
crash so the system is often easily recoverable without rebooting (UNIX-
Based 37). In addition, UNIX tends to beat Windows NT in performance
tests. Companies and organizations often create performance tests where an
operating system is put under an intense load to see how it performs against
other operating systems under the same work load. A newly released study
shows that Windows NT finished last in comparison with five UNIX versions
(See Outside Source: UNIX Trounces Windows NT in Tests). The tests
measured reliability, ease of management, stability, and performance among
other things (UNIX Trounces).

Finally, but still very important, although UNIX can be more expensive
than Windows NT initially, it can actually cost less in the long run. The
«base» software in UNIX generally costs more than Windows NT, but client-
access licenses and add-on packages often do not. What is a client-access
license? Like most published information, programs are restricted by
copyright laws. One cannot just legally copy a program from one computer to
another without paying for another copy of that software. In the networked
environment, servers are licensed in a different way. They are licensed
according to how many other computers are trying to use its data at the same
time. For example, in a network of seven computers connected together, one
being the server, if all six computers were logged in (using the server's data)
at the same time, then the server would need six of what are called client-
access licenses. Windows NT continually charges more and more for each
client-access license added, while you can usually get an unlimited client-
access license for UNIX for about $1200. One could spend thousands more
in Windows NT client-access licenses. As well, add-on software packages
(such as those that manage e-mail for many users) for UNIX often cost less
(and are often already included with UNIX) than those for Windows NT.

Disadvantages of UNIX
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In continuing the evaluation of Windows NT and UNIX, I will show
you the disadvantages and advantages of UNIX. UNIX generally holds its
disadvantages in its interaction with users. As hinted to before, UNIX is not
very user-friendly to beginners. Many people, including UNIX gurus (people
who know about and often like UNIX), agree that UNIX is not as user-
friendly. Using UNIX can often require the knowledge of basic commands as
opposed to just using the mouse. X Windows, a system similar to Microsoft
Windows that runs on UNIX, is also not as easy and attractive to use as
Windows (Showdown). However, this is changing rapidly. An organization
that produces free software, known as the KDE Free Qt Foundation, has, in
fact, developed a windowing system called the K Desktop Environment that
many people consider to be far superior to the Windows NT interface in
usability, customizability, and stability (Systems 34).

Finally, users do not have as large of a choice for programs under
UNIX as they do under Windows. A program developed for the Microsoft
Windows environment cannot automatically be run on UNIX. Some
modifications need to be made to a program before it can be run on a
different operating system other than for which it was intended to.
Companies that develop software have been reluctant to develop programs
for UNIX because not as many people use the operating system. However, as
Linux, a free operating system that greatly resembles and is almost
comparable to UNIX (Reborn), is increasing in popularity, companies are
continually providing more and more programs for UNIX (Showdown).

Different Unix systems

They are many different versions of Unix, as well as some Unix
'lookalikes'. The most widely used are: ¢ System V (distributed by the
original developers, AT&T) ¢ AIX (IBM) e« Berkeley BSD (from the
University of California, Berkeley) « SunOS, now known as Solaris (from the
makers of Sun workstations) ¢ Xenix (a PC version of Unix).

(7,802 symbols)
http://www. 123helpme.com/unix-operating-system-view.asp2id=159727

TEXT 4 LINUX

The term “Linux” is used to describe Open Source software, consisting
of an operating system kernel, a graphical user environment, software
configuration, utilities and applications that make a computer usable. There
are many different versions of Linux available. These versions are referred to
as “distributions”.

What Linux distributions, desktop environments and most Linux
applications all have in common is: They are Open Source. The Linux
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community is a type of Open Source community focused on the Linux
operating system and its applications, and using, improving and supporting
them.

Open Source Community

Using open source software like Linux, and Linux applications
provides you with the freedom to run a complete, full-featured operating
system, pre-configured with most, if not all, of the applications you will need
for your daily computing — or to change anything about the way it looks, the
way it works, or the applications it runs to suit your taste. Although you will
find some distributions of Linux for purchase, the vast majority are provided
free of charge. Open Source software is licensed in a way that allows anyone
to give it away for free, no strings attached.

For example, the licence gives any member of the user community the
freedom to use Linux for any purpose, to distribute, modify, redistribute, or
even sell the operating system. If you do modify and then redistribute Linux
with your modifications, you are required by the licence to submit your
modifications for possible inclusion into future versions. There is no
guarantee that this will ever happen, but if you have made it better, then your
changes just might be included in the next release of your distribution of
Linux.

Developer Community

Many users of Linux are corporations that use the operating system to
run their businesses, or include it within their products. Google’s Chrome OS
and Android have roots in Linux. Many of the corporations that make use of
Linux provide fixes and new features for Linux as they use the software for
their businesses. These improvements are given back to the Linux
community and Linux improves as a result. These efforts on the part of the
developer community is how we can continually improve and grow without
having to charge our users money.

Linux Advantage: Community

Whether you are a home user of Linux, a Linux software or application
developer, or an employee of an organization that uses the operating system,
you are a member of the Linux and Open Source communities and you
benefit from the efforts of the developers who contribute to Linux. Members
of the Linux community can — and do — run Linux on almost any hardware,
from the prettiest Macbook to the cheapest netbook, from the newest
Chromebook to some very old machines designed for Windows, and from the
most powerful Internet servers to the smallest smart thermostat.

Having “an inspiring, engaging, and enjoyable community” (Preface:
The Art of Community, 2nd Edition) is the lifeblood of any open source
software project. The community provides product and feature ideas, user
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support, developer talent, documentation, financial support, visionary
direction, and cultural norms — for the benefit of anyone who uses,
contributes to, or otherwise supports the project. Although many projects,
applications and even companies have their own communities, the
inspirational engagement of the Linux community is one of the key things
that makes Linux one of the top 3 operating systems in the world.

Linux Security

The Linux operating system is more secure, and better supported than
the operating systems preinstalled on most home computer hardware today.
Linux is backed by many large corporations, as well as independent
developers and users, many of whom are focused on ensuring and improving
the security that is built into the operating system. The built-in updater
provided with your Linux distribution provides security updates for both its
software applications and the operating system. Vulnerabilities are patched
more quickly, and are delivered automatically and more frequently than the
two most popular operating systems.

Combination lock

Four Reasons Why Linux Is More Secure When you use a distribution
of Linux, security updates, driver updates, application updates, software
upgrades and operating system upgrades are all provided, all free of charge.
And they are all available from trusted sources. So you have no more need to
search the Internet for software. No more risking malware or junkware
infections as a result from downloading from the wrong site. There are
thousands of software titles in hundreds of categories available in your Linux
distribution’s repositories — the ultimate in a trusted source!

Linux is designed with security in mind. Unlike operating systems that
update only once a month, Linux distributions receive updates continuously.
The updates include security patches for the operating system and all of its
components. Security updates for all of its installed applications are also
provided on the same schedule. This ensures that you have the latest
protection for all of your computer's software — as soon as it's available!

Linux can get viruses and other infections... but, as a rule, it doesn't.
Rapid and timely updates ensure that there are very few, if any threats to
Linux systems that persist in the wild. In reality, there have been very few
«publicy» infections in the last 10 years that can affect even Linux. And
because of security updates to Linux, those few old attacks are no longer a
threat to anyone installing or using a modern Linux distribution today. Linux
1s designed to make it difficult for viruses, rootkits and other malware to be
installed and run without conscious intervention by you, the user. Even if you
do accidentally invite in an infection, chances are it's designed to attack
Windows and can do no damage to your Linux system.
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Another significant security feature of Linux is that its users are not
administrators by default. Administrators («root» users) on any computer
system have permission to do anything they want, including do damage to the
system. For example, other operating systems look at the name of a file to
determine which program should open it, then immediately attempt to open
it. That design makes it easy for an intruder to attack a computer. Linux
opens a file based on what the file is, not based on its name. So even if a
malicious program disguises its identity by using a name like «Business
Proposal.docx» Linux will recognize the file as a program. The system
provides a warning that the file is not a text document, but that it is really a
program that will be run if you give it permission to continue. To be extra
secure, Linux requires you to provide your administrator password to grant
that permission. Every single time.

Conclusion

Unlike Windows, and OSX, Linux is not created and supported by just
one company. Over 4,000 individual developers contributed to Linux over
the last 15 years. Linux is supported by individuals, the Linux and Open
Source communities, as well as many organizations. These organizations
include Intel, Redhat, Linaro, Samsung, IBM, SUSE, Texas Instruments,
Google, Canonical, Oracle, AMD, and Microsoft. These corporations, and
others, use the Linux operating system to run their businesses, or include it
within their products. (Google Android phones and Chromebooks, Samsung
televisions, etc.) They want to ensure that Linux is provided with the best
protection from security vulnerabilities. Many of these corporations provide
security fixes and new security measures for Linux as they use it in their
businesses. These improvements are given back to the Linux distribution and
the software improves. Whether you are a home user of Linux, a Linux
software or application developer, or an employee of a company that uses
Linux, the scrutiny and ongoing security improvements provided for Linux
are benefiting you.

(6,483 symbols)
http://goinglinux.com/articles/CommunityTheLinuxAdvantage_en.htm
http://2oinglinux.com/articles/Security-TheLinuxAdvantage en.htm

TEXT 5 COMPUTERS: HISTORY AND DEVELOPMENT

Nothing epitomizes modern life better than the computer. For better or
worse, computers have infiltrated every aspect of our society. Today
computers do much more than simply compute: supermarket scanners
calculate our grocery bill while keeping store inventory; computerized
telephone switching centers play traffic cop to millions of calls and keep lines
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of communication untangled; and automatic teller machines let us conduct
banking transactions from virtually anywhere in the world. But where did all
this technology come from and where is it heading? To fully understand and
appreciate the impact computers have on our lives and promises they hold for
the future, it is important to understand their evolution.

Early Computing Machines and Inventors
The abacus, which emerged about 5,000 years ago in Asia Minor and is still
in use today, may be considered the first computer. This device allows users
to make computations using a system of sliding beads arranged on a rack.
Early merchants used the abacus to keep trading transactions. But as the use
of paper and pencil spread, particularly in Europe, the abacus lost its
importance. It took nearly 12 centuries, however, for the next significant
advance in computing devices to emerge. In 1642, Blaise Pascal (1623—
1662), the 18-year-old son of a French tax collector, invented what he called
a numerical wheel calculator to help his father with his duties. This brass
rectangular box, also called a Pascaline, used eight movable dials to add sums
up to eight figures long. Pascal's device used a base of ten to accomplish this.
For example, as one dial moved ten notches, or one complete revolution, it
moved the next dial — which represented the ten's column — one place. When
the ten's dial moved one revolution, the dial representing the hundred's place
moved one notch and so on. The drawback to the Pascaline, of course, was its
limitation to addition.

In 1694, a German mathematician and philosopher, Gottfried Wilhem
von Leibniz (1646—-1716), improved the Pascaline by creating a machine that
could also multiply. Like its predecessor, Leibniz's mechanical multiplier
worked by a system of gears and dials. Partly by studying Pascal's original
notes and drawings, Leibniz was able to refine his machine. The centerpiece
of the machine was its stepped-drum gear design, which offered an elongated
version of the simple flat gear. It wasn't until 1820, however, that mechanical
calculators gained widespread use. Charles Xavier Thomas de Colmar, a
Frenchman, invented a machine that could perform the four basic arithmetic
functions. Colmar's mechanical calculator, the arithometer, presented a more
practical approach to computing because it could add, subtract, multiply and
divide. With its enhanced versatility, the arithometer was widely used up
until the First World War. Although Ilater inventors refined Colmar's
calculator, together with fellow inventors Pascal and Leibniz, he helped
define the age of
mechanical computation.

The real beginnings of computers as we know them today, however, lay
with an English mathematics professor, Charles Babbage (1791-1871).
Frustrated at the many errors he found while examining calculations for the
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Royal Astronomical Society, Babbage declared, “I wish to God these
calculations had been performed by steam!” With those words, the
automation of computers had begun. By 1812, Babbage noticed a natural
harmony between machines and mathematics: machines were best at
performing tasks repeatedly without mistake; while mathematics, particularly
the production of mathematic tables, often required the simple repetition of
steps. The problem centered on applying the ability of machines to the needs
of mathematics. Babbage's first attempt at solving this problem was in 1822
when he proposed a machine to perform differential equations, called a
Difference Engine. Powered by steam and large as a locomotive, the machine
would have a stored program and could

perform calculations and print the results automatically. After working on the
Difference Engine for 10 years, Babbage was suddenly inspired to begin
work on the first general-purpose computer, which he called the Analytical
Engine. Babbage's assistant, Augusta Ada King, Countess of Lovelace
(1815-1842) and daughter of English poet Lord Byron, was instrumental in
the machine's design. One of the few people who understood the Engine's
design as well as Babbage, she helped revise plans, secure funding from the
British government, and communicate the specifics of the Analytical Engine
to the public. Also, Lady Lovelace's fine understanding of the machine
allowed her to create the instruction routines to be fed into the computer,
making her the first female computer programmer. In the 1980's, the U.S.
Defense Department named a programming language ADA in her honor.

Babbage's steam-powered Engine, although ultimately never
constructed, may seem primitive by today's standards. However, it outlined
the basic elements of a modern general purpose computer and was a
breakthrough concept. Consisting of over 50,000 components, the basic
design of the Analytical Engine included input devices in the form of
perforated cards containing operating instructions and a “store” for memory
of 1,000 numbers of up to 50 decimal digits long. It also contained a “mill”
with a control unit that allowed processing instructions in any sequence, and
output devices to produce printed results. Babbage borrowed the idea of
punch cards to encode the machine's instructions from the Jacquard loom.
The loom, produced in 1820 and named after its inventor, Joseph-Marie
Jacquard, used punched boards that controlled the patterns to be woven.

In 1889, an American inventor, Herman Hollerith (1860-1929), also
applied the Jacquard loom concept to computing. His first task was to find a
faster way to compute the U.S. census. The previous census in 1880 had
taken nearly seven years to count and with an expanding population, the
bureau feared it would take 10 years to count the latest census. Unlike
Babbage's idea of using perforated cards to instruct the machine, Hollerith's
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method used cards to store data information which he fed into a machine that
compiled the results mechanically. Each punch on a card represented one
number, and combinations of two punches represented one letter. As many as
80 variables could be stored on a single card. Instead of ten years, census
takers compiled their results in just six weeks with Hollerith's machine. In
addition to their speed, the punch cards served as a storage method for data
and they helped reduce computational errors. Hollerith brought his punch
card reader into the business world, founding Tabulating Machine Company
in 1896, later to become International Business Machines (IBM) in 1924 after
a series of mergers. Other companies such as Remington Rand and
Burroughs also manufactured punch readers for business use. Both business
and government used punch cards for data processing until the 1960's.

In the ensuing years, several engineers made other significant advances.
Vannevar Bush (1890-1974) developed a calculator for solving differential
equations in 1931. The machine could solve complex differential equations
that had long left scientists and mathematicians baffled. The machine was
cumbersome because hundreds of gears and shafts were required to represent
numbers and their various relationships to each other. To eliminate this
bulkiness, John V. Atanasoff (1903-1995), a professor at lowa State College
(now called Iowa State University) and his graduate student, Clifford Berry,
envisioned an all-electronic computer that applied Boolean algebra to
computer circuitry. This approach was based on the mid-19th century work
of George Boole (1815-1864) who clarified the binary system of algebra,
which stated that any mathematical equations could be stated simply as either
true or false. By extending this concept to electronic circuits in the form of on
or off, Atanasoff and Berry had developed the first all-electronic computer by
1940. Their project, however, lost its funding and their work was
overshadowed by similar developments by other scientists.

(6,591 symbols)
http://www.dia.eui.upm.es/asignatu/sis_op1l/comp_hd/comp_hd.htm

TEXT 6 HOW COMPUTER MOUSE WAS INVENTED

The trackball, a related pointing device, was invented in 1941 by Ralph
Benjamin as part of a World War Il-era fire-control radar plotting system
called Comprehensive Display System (CDS). Benjamin was then working
for the British Royal Navy Scientific Service. Benjamin's project used analog
computers to calculate the future position of target aircraft based on several
initial input points provided by a user with a joystick. Benjamin felt that a
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more elegant input device was needed and invented what they called a “roller
ball” for this purpose.

The device was patented in 1947, but only a prototype using a metal
ball rolling on two rubber-coated wheels was ever built, and the device was
kept as a military secret.

Another early trackball was built by British electrical engineer Kenyon
Taylor in collaboration with Tom Cranston and Fred Longstaff. Taylor was
part of the original Ferranti Canada, working on the Royal Canadian Navy's
DATAR (Digital Automated Tracking and Resolving) system in 1952.

DATAR was similar in concept to Benjamin's display. The trackball
used four disks to pick up motion, two each for the X and Y directions.
Several rollers provided mechanical support. When the ball was rolled, the
pickup discs spun and contacts on their outer rim made periodic contact with
wires, producing pulses of output with each movement of the ball. By
counting the pulses, the physical movement of the ball could be determined.
A digital computer calculated the tracks, and sent the resulting data to other
ships in a task force using pulse-code modulation radio signals. This trackball
used a standard Canadian five-pin bowling ball. It was not patented, as it was
a secret military project as well.

On 2 October 1968, a mouse device named Rollkugel (German for
“rolling ball”’) was released that had been developed and published by the
German company Telefunken. As the name suggests and unlike Engelbart's
mouse, the Telefunken model already had a ball. It was based on an earlier
trackball-like device (also named Rollkugel) that was embedded into radar
flight control desks. This had been developed around 1965 by a team led by
Rainer Mallebrein at Telefunken Konstanz for the German Bundesanstalt fiir
Flugsicherung as part of their TR 86 process computer system with its SIG
100-86 vector graphics terminal.

When the development for the Telefunken main frame TR 440 (de)
began in 1965, Mallebrein and his team came up with the idea of «reversing»
the existing Rollkugel into a moveable mouse-like device, so that customers
did not have to be bothered with mounting holes for the earlier trackball
device. Together with light pens and trackballs, it was offered as optional
input device for their system since 1968. Some samples, installed at the
Leibniz-Rechenzentrum in Munich in 1972, are still well preserved.
Telefunken considered the invention too small to apply for a patent on their
device.

A few months after Telefunken started to sell the Rollkugel, Engelbart
released his demo on 9 December 1968. Independently, Douglas Engelbart at
the Stanford Research Institute (now SRI International) invented his first
mouse prototype in the 1960s with the assistance of his lead engineer Bill
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English. They christened the device the mouse as early models had a cord
attached to the rear part of the device looking like a tail and generally
resembling the common mouse. Engelbart never received any royalties for it,
as his employer SRI held the patent, which ran out before it became widely
used in personal computers. The invention of the mouse was just a small part
of Engelbart's much larger project, aimed at augmenting human intellect via
the Augmentation Research Center.

Several other experimental pointing-devices developed for Engelbart's
oN-Line System (NLS) exploited different body movements — for example,
head-mounted devices attached to the chin or nose — but ultimately the mouse
won out because of its speed and convenience. The first mouse, a bulky
device used two potentiometers perpendicular to each other and connected to
wheels: the rotation of each wheel translated into motion along one axis. At
the time of the «Mother of All Demos», Englebart's group had been using
their second generation, 3-button mouse for about a year.

The Xerox Alto was one of the first computers designed for individual
use in 1973, and is regarded as the grandfather of computers that utilize the
mouse. Inspired by PARC's Alto, the Lilith, a computer which had been
developed by a team around Niklaus Wirth at ETH Ziirich between 1978 and
1980, provided a mouse as well. The third marketed version of an integrated
mouse shipped as a part of a computer and intended for personal computer
navigation came with the Xerox 8010 Star Information System in 1981.

By 1982 the Xerox 8010 was probably the best-known computer with a
mouse, and the forthcoming Apple Lisa was rumored to use one, but the
peripheral remained obscure; Jack Hawley of The Mouse House reported that
one buyer for a large organization believed at first that his company sold lab
mice. Hawley, who manufactured mice for Xerox, stated that “Practically, I
have the market all to myself right now”; a Hawley mouse cost $415.

That year Microsoft made the decision to make the MSDOS program
Microsoft Word mouse-compatible, and developed the first PC-compatible
mouse. Microsoft's mouse shipped in 1983, thus beginning Microsoft
hardware. However, the mouse remained relatively obscure until the 1984
appearance of the Macintosh 128K, which included an updated version of the
Lisa Mouse and the Atari ST in 1985.

(4,454 symbols)
https://www.quora.com/How-was-computer-mouse-invented

TEXT 7 WEB BROWSERS

A web browser is a special software program (application) used to
retrieve files from remote web servers. A web browser can open Web-based
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HTML files, FTP connections, graphic images and other files. The browser
application is smart enough to be able to tell the difference between these
files and display them properly. Browsers are also created to be “intelligent”
enough to be able to “learn” to handle even more types of files using “plug-
ins”.

Web browsers are software. They run on your computer and do not
connect you to the Internet. You use a web browser after you connect to your
Internet Provider. A browser is not an online service like America Online,
MSN or Compuserve. The online service provider provides telephone
numbers and dial up connections. A web browser uses that connection to
reach across the Internet and download files and information.

Now, you should know that America Online purchased the organization
that produced the Netscape browser. Because there was great confusion about
what the Internet and Internet Service Providers are, the online service
«Netscape» was created to take advantage of the confusion between web
browsers and the Internet.

Netscape and Microsoft Internet Explorer are applications, not Internet
Service Providers. There now exists a «Netscape» Internet Service Provider.

Browser Applications

The most well known browsers are listed below. The order of the
listing of the browsers is in relation to the number of copies of the software
installed on computers. Microsoft Internet Explorer tops the list only because
it is automatically installed with the operating system and there are no
options to remove MSIE from the installation in versions of Windows prior
to Windows XP. By U.S. Government court order Microsoft has added a
feature to Windows that will allow you to uninstall most of MSIE's
functionality; however, Microsoft completely integrated the browser into the
operating system and completely removing all functions of the browser
would actually damage the operating system, or so was their argument to the
court.

Microsoft Internet Explorer

This browser is automatically installed with Windows. No, you don't
have a choice about it. You CAN set another browser as your default
however.

Netscape Navigator / Communicator

A free download. AOL/Time-Warner owns Netscape now and appears
actively engaged in driving this browser into the ground.

Mozilla

A (better) freeware variation of Netscape. Uses the Gecko engine
originally developed for Mosaic and the later Netscape spin-off. Mozilla
itself is an open source spin-off of the original code that was used to create
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Netscape. Mozilla's biggest feature is that it uses tabs for various web pages,
saving desktop space. Developed using open source.

Opera (not free) — Originally a stripped-down browser offering less
functionality but greater page rendering speed.

NCSA Mosaic — The FIRST web browser. No longer under active
development. Last version 3.0 supports WinNT and 2.1.1 for Macintosh.

Hot Java — From Sun Microsystems. No longer under development
since Solaris 8 and later are shipped with Netscape.

Lynx — Text Only — No graphics, tables or frames, but runs from DOS.

Browser Functions and Components

Every web browser has an HTML rendering engine designed to read
the embedded HTML tags and use those tags to arrange content and format
the text on the web page. The rendering engine is the guts of the web browser
and no two browsers will render a web page the same way. This is why any
good web developer will test the web page in several web browsers (Internet
Explorer, Netscape, Mozilla) that run on several different platforms
(Windows, Linux, Unix and Mac).

Cache

When a web browser downloads a web page, it stores that web page in
a special location on the computer called the cache. Storing web pages and
the content inside them allows the browser to skip re-downloading that
content if the web page have not been changed on the web server. This
speeds up the web browsing experience, particularly when hitting the back
button to return to the previous web page. The cache contains all the files you
have pulled and viewed in your web browser. In most cases, web pages and
files are left on your computer until a certain size limit is reached. At that
point, the browser will delete older files from previous web sessions and
replace them with newer files from whatever web server you are browsing.

If your caching functions are set to the defaults, you will have difficulty
with dynamically generated pages. Sites such as CNN and CNBC change the
content of their web pages several times a day. The default settings in the
web browser will result in your seeing the first web page you browse to for as
long as the browser is open. You can change these settings so that in just a
minute past when the content changed at the site, your web browser will pull
the new web page.

Bookmarks and Shortcuts

To help you find things again later, most browsers offer a bookmark
function to allow you to store the address of the page in a list of favorite sites.
This list of favorites can be browsed later and when the listed site is clicked
on, the site's web page is retrieved from the server. Netscape calls these
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'bookmarks' and stores them in a bookmarks folder. Internet Explorer calls
them 'shortcuts' and stores them in a Favorites list.

Plug-Ins

Plug-ins are software you can download and install on your computer
that extends the functionality of your web browser. Web browsers were
designed to support this functionality to allow web browsers to become
smarter over time. This plug-in functionality was used to provide additional
capabilities.

Plugins run 'applets' or handle different kinds of media files, such as
audio (files with names ending in .ogg, .wav, .mp3, .rm, .ram and more) and
video (files ending in .avi, .mpeg, .mov and .qt). The Macromedia Flash
plugin runs Flash applets (.swf). Sun's Java plugin runs Java 'applets'.

(4,838 symbols)
http://www.inetdaemon.com/tutorials/www/web_browser/

TEXT 8 WHAT IS A NETWORK?

A network is set of computers linked together for the purpose of
communicating and sharing information. The Internet is a global
supernetwork, so is the local area network (a LAN) at your workplace or your
school, as is the wireless hotspot at your local coffee shop, hotel or library,
the telephone and cellular systems, and the satellite communications in space.

What defines a network is often defined by who owns and operates the
equipment and the computers that are part of the network. Thus, your school's
network is separate from the Internet.

You know you have a network when you have two or more computers
connected together and they are able to communicate. Plugged into the back
of each computer is some sort of communications port. Nearly all computers
today have one or more serial ports, parallel ports, Ethernet ports, modem
ports, fire wire ports, USB ports and more. All of these ports can be used in
one way or another to connect computers to a network. The most common
type of network port is an Ethernet port (the square port with the row of
connectors on the bottom). The next most common is a wireless network
connection, but that has no physical connector port.

Xerox was the first company to research and develop a network. Once
upon a time, Xerox printers were extremely expensive, so companies wanted
to share them. Xerox knew their printers were expensive and users were only
able to print from one big computer (a mainframe) attached to the printer
directly. You would print your document, and then walk down to the building
next door where the mainframe was housed, with the printer, and pick up
your printout. Xerox decided that they could sell more printers if they could
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make it possible for anyone to use the printer from any computer. To allow
multiple computers to communicate with the printer, some means of sharing
a connection to the printer was needed. Xerox put Bob Metcalf and others to
work on researching and designing what eventually came to be called
Ethernet. Ethernet is now the most common networking protocol on the
planet.

Hosts, End Stations and Workstations

When people talk about networks, they often refer to computers that are
at the edge of the network as hosts, end stations, workstations, or servers. Its
all just the same thing, a computer attached to the network; though the word
HOST has the most general meaning and can include anything attached to the
network including hubs, bridges, switches, routers, access points, firewalls,
workstations, servers, mainframes, printers, scanners, copiers, fax machines
and more!

Just about everything electronic that has a processor and which you
would use in an office is 'network capable' today and lots of things that aren't
currently networked probably will be networked in the future. In many
offices the phone system already IS the network (Voice over IP).

Hosts, End Stations and Workstations

When people talk about networks, they often refer to computers that are
at the edge of the network as hosts, end stations, workstations, or servers. It’s
all just the same thing, a computer attached to the network; though the word
HOST has the most general meaning and can include anything attached to the
network including hubs, bridges, switches, routers, access points, firewalls,
workstations, servers, mainframes, printers, scanners, copiers, fax machines
and more!

Just about everything electronic that has a processor and which you
would use in an office is 'network capable' today and lots of things that aren't
currently networked probably will be networked in the future. In many
offices the phone system already IS the network (Voice over IP).

LAN, MAN, WAN and er.. IPAN??

There are some terms, acronyms actually, that are used to describe the
size and scope of a network: LAN, WAN, MAN. We've added our own term
TPAN'.

LAN

A Local Area Network (LAN) is usually a single set of connected
computers that are in a single small location such as a room, a floor of a
building, or the whole building.

MAN

A Metropolitan Area Network (MAN) is a network that encompasses a
city or town. It is usually multiple point-to-point fiber-optic connections put
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together by a communications company and leased to their customers, but a
small number of big corporations have built a few of these of their own and
opened them to the local companies with which they do business. The
automotive, travel and insurance industries are just a few examples of who
has built a WAN.

WAN

A Wide Area Network (WAN) is usually composed of all the links that
connect the buildings of a campus together, such as at a University or at a
corporate headquarters. WAN connections can often span miles, so you
frequently hear people referring to the "'WAN' connection to an office half
way around the world. Usually, what distinguishes a WAN from a LAN is
that there is one or more links that span a large distance over serial, T-carrier
or ISDN, Frame Relay or ATM links.

IPAN

So what the heck is an IPAN? An IPAN is an Inter-Planetary Area
Network. NASA has built a Deep Space Internet that uses a store-and-
forward
communications protocol called Disruption Tolerant Networking (DTN). The
mechanical rovers Spirit and Opportunity on the planet Mars, were given
addresses on a NASA network and NASA uses Internet and IPAN protocols
to communicate with the Mars rovers. While the communication with the
rovers never crosses over the Internet, the NASA network does have hosts
spanning space between the planets Earth and Mars. They also have probes
they have sent into the outer solar system with which they use IPAN to
communicate.

This networking tutorial section will teach you about running an
Internet Protocol (IP)-based network on top of Ethernet. A typical physically
wired network is built with several layers of technologies layered one top of
one another. The TCP-Model and the OSI Model tutorials will help you
understand the layering concepts and you should probably start there first and
come back to this page.

This list starts with the lower layer functions or protocols and works its
way up.

All networks have several layers of functions stacked on top of each
other. Ethernet is used to provide the means to transmit information encoded
in electrical signals across copper wiring between two computers. Internet
Protocol networking software running on the computers use the Ethernet
network to send data back and forth inside IP packets. The Internet Protocol
layer provides the means for the computer to connect to the network, obtain a
logical address, to learn the logical addresses of other computers and to
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communicate with the other computers on the network. Internet Protocol
provides the basic network functions.

(5,437 symbols)
http://www.inetdaemon.com/tutorials/networking/

TEXT 10 WHAT IS WI-FI?

First, let's get a couple of points out of the way: Wi-Fi, which rhymes
with the outdated term "hi-fi," has nothing in common with its soundalike.
Hi-f1 stood for "high-fidelity" and was used to describe a phonograph/radio
system with excellent sound.

Wi-Fi, by comparison, does not stand for "wireless fidelity" and has
nothing to do with sound. In fact, it really doesn't stand for anything! It
simply represents wireless networking technology that allows you to go on
the Internet without having to plug in any cables.

There's an organization called the Wi-Fi Alliance that actually owns the
Wi-Fi trademark and controls or dictates the technology behind it.

Wi-Fi is everywhere these days, from people's homes to airports,
hotels, libraries and just about every other place where people use their
computers or wireless devices (laptops, smartphones and iPads/tablets).

Here are the main advantages of setting up a wireless network in your
home:

* You can "connect" any and every computer in your home to your
network without having to string cables/wires throughout the house.

* That means you can go on the Internet in any room from a laptop,
desktop or smartphone.

* You can set up an access password that allows a visitor to log in to
your network and will keep others from logging in without your
permission...or knowledge.

 All it takes 1s a small, affordable piece of hardware called a "router"
and some time to get things working.

Some well-known brands of routers are Belkin, Linksys and Netgear.
You'll find plenty of information on routers online.

The good news is, you can set up a wireless network in your home
pretty easily and quickly these days. It starts with your computer and grows
from there. Here are some of the things you should know as you start your
own network:

Start with your main computer: A wireless network needs to be set
up. That's right: Even though your network will eventually be "wireless," to
set it up you'll need to use your existing physical connection to the Internet.
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A router comes with special software that has to be loaded on your
computer. The software sets up the connection needed between your
computer, modem and Internet Service Provider&emdash; and once
everything is ready to go, you'll be able to invite and allow others devices to
join your wireless network.

Safety and security. The wireless network broadcasts over a small
area, but it has no boundaries. A next-door neighbor could easily be aware of
your wireless network. That is, anyone close by with a wireless-enabled
device might be able to see that a wireless network is nearby. However,
without the password you create, they will not be able to access it or use it.

There are also security settings (which come with the router software)
that will prevent hackers from intercepting your signal.

Wireless with wires. One more thing: Your "wireless" router has couple
of wires, at least two. One is the electrical cord for power; the other is a cable
(typically an Ethernet cable) with a connector that looks like a large
telephone jack and that plugs into your modem. (If your router is a modem
too, it will connect to your computer.)

That may sound funny, but the "wireless" feature has to do with the
devices that will be able to connect wirelessly with the router.

Modem: You probably have a modem now — it's an important part of a
wireless network. You need your modem to connect your computer to the
Internet, and you'll still need it because your router works with your modem
(or, you'll be replacing your modem with a device that is both a modem AND
router).

A "wireless" router. Just as a mailman delivers mail to different
addresses on your street, the router, once it's set up, will deliver an Internet
connection (back and forth) for any computer or device with "wireless"
capability.

Generation gap. Most electronic/computer stores carry a selection of
routers. As with other technologies (cell phones, computers), routers have
gone through several "generations" of development. As of 2013, most stores
advertised "wireless-N" routers as the most common generation, with
"wireless-ac" advertised as the "next" generation. (Before "N" came
Wireless-G and Wireless-B.) As you might guess, the new generation tends
to be better and, in this case, faster.

You'll also see routers that come with the designation "2.4 GHz" and/or
"5 GHz" (gigahertz), which are the radio wave signals a router emits. What?
Radio waves? Yes! That's how the signal is sent throughout your house and
received by compatible wireless devices. If a router is both 2.4 and 5 GHz, it
will be called a "dual band" router.
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As with anything else related to technology, it helps to do some
research and ask plenty of questions of salespeople and people you know.
With the wireless network fundamentals you just read about, you should be
able find the wireless system that will work best for you.

(3,876 symbols)
http://whatismyipaddress.com/wi-fi

2.3 JlonoJHUTEJbHBIE TEKCTHI 1JIsl pedepupoBaHus
TEXT 1 WHAT IS A HIGH LEVEL LANGUAGE?

A high level language is a problem-oriented programming language,
whereas a low level language is machine-oriented. In other words, a high
level language is a convenient and simple means of describing the
information
structures and sequences of actions required to perform a particular task.

A high level language is independent of the architecture of the
computer which supports it. This has two major advantages. Firstly, the
person writing the programs does not have to know anything about the
computer on which the program will be run. Secondly, programs are
portable, that is, the same program can be run on different types of
computer. However, this feature of machine independence is not always
achieved in practice.

In most cases, programs in high level languages are shorter than
equivalent programs in low level languages. However, conciseness can be
carried too far, to the point where programs become impossible to
understand. More important features of a high level language are its ability to
reflect clearly the structure of programs written in it, and its readability.

High level languages may be broadly classified as general-purpose or
special-purpose. General-purpose languages are intended to be equally well
suited to business, scientific, engineering or systems software tasks. The
commonest general-purpose languages are Algol 68 and PL/1. The language
Ada also falls into this category. Because of their broad capabilities, these
languages are large and relatively difficult to use.

The commonest categories of special purpose languages are
commercial, scientific and educational. In the commercial field, Cobol still
reigns supreme, while Fortran is still the most widely used scientific
language. In the computer education field, Basic is widely used in schools,
with Logo and Prolog gaining popularity. Pascal is the most popular language
at universities. Pascal is a powerful general-purpose language in its own right
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Another way of classifying high level languages is as procedural and
declarative languages. Procedural languages state how a task is to be
performed, often breaking programs into procedures, each of which
specifies
how a particular operation is to be performed. All the early high level
languages are procedural, with Algol, Pascal and Ada as typical examples.

Declarative programming languages describe the data structures and
relationships between data relevant to a particular task, and specify what the
objective of the task is. The process by which the task is to be carried out is
not stated explicitly in the program. This process is determined by the
language
translation system. Prolog is an example of a declarative programming
language.

TEXT 2 COMPUTER STRUCTURE

A computer is a collection of resources, including digital electronic
processing devices, stored programs and sets of data, which, under the
control of the stored programs automatically inputs, outputs, stores, retrieves
and processes the data, and may also transmit data to and receive it from
other computers. A computer is capable of drawing reasoned conclusions
from the processing it carries out.

From the hardware point of view the essential features of this definition
are 'a collection of digital electronic processing devices'.

Computers vary enormously in size, processing power and cost.
Nevertheless, all computers consist of one or more functional devices, each
carrying out one or more of the tasks described above. Each device performs
a precisely specified task connecting to other modules via defined interfaces.
Modules of the same type of computer may be exchanged and new modules
are added without modification to their internal workings. The phrase ‘plug-
compatible’ describes units which may be connected in this manner.

Mainframes, Minis and Micros

Very broadly speaking, there are three classes of computers according
to their size and complexity. These classes are known as mainframes,
minicomputers (or minis) and microcomputers (Or micros).

Mainframes are large computers comprising a number of free-standing
units. Mainframes are generally housed in specially designed, air-conditioned
rooms. Connections between the units are made by wires running beneath the
floor of the room. Mainframes are very powerful, and support a number of
applications running concurrently. Examples of mainframes are the ICL 2900
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series, the IBM 3000 series and the Burroughs B6700 series. Very large
mainframes are known as supercomputers. These include the Cyber 205 and
the Cray 2.

Minicomputers are smaller than mainframes, with several functional
devices mounted on a rack in a single unit. Minicomputers do not generally
require an air-conditioned environment. They are often found in laboratories,
factories and offices. Minicomputers can support more than one application
running concurrently, though not as many as mainframes. The Digital
Equipment Vax series is the most popular minicomputer. Others are made by
Prime, Data General and Hewlett Packard.

Microcomputers are the newest addition to the computer family. They
are small and cheap, and are (generally) contained in a few small units. Their
distinguishing feature 1is that processing is carried out on a single
microprocessor chip. Although they are very versatile microcomputers can
only support one application at any one time. Examples of microcomputers
are the IBM PC, the Apple Macintosh and the Research Machines Nimbus.

The classification of computers into mainframes, minis and micros is
only very approximate. Computers are getting smaller and more powerful all
the time. Micros are being introduced with the capability of minis only a few
years ago. Minicomputers are incorporating microprocessors to assume the
capability of mainframes.

TEXT 3 PERIPHERALS

The terms that are often used when people talk about computers are
hardware, software and peripherals.

The computer hardware can best be described as the actual parts that go
together to make up the computer such as wires, switches, electronic circuits,
microprocessors and anything else that is involved in the working parts.

Software refers to the programs that are input into the computer. Disks
and cassettes are often referred to as software once they have computer
programs on them but they are really peripherals.

The peripherals of the computer are the devices for input, output or
storage of data and include the keyboard, visual display unit, cassettes, disk
drivers and printers. The VDU is also known as the monitor and the program
and the results of the processing can be seen on this as well as the data
entered.

The printer will produce the print-out of the results of the processing. This is
often referred to as hard copy.

The highest quality of printer available is the daisy wheel. This consists
of a wheel with flexible stems radiating from the center. The letters are well-
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defined and can be read clearly. The printer moves bi-directionally printing
both ways from left to right and then right to left. Remember that what is to
be exists in the memory of the computer and the daisy wheel does not have to
type in sequence as it would be expected from a human brain. The carriage,
therefore, need not waste time returning at the end of each line.

The dot matrix is usually faster than the daisy wheel. This printer has a
print head consisting of a row of needles. It moves speedily over the place
where a letter has to be printed using dots to make up the letter. The needles
print on to a special typewriter ribbon. The quality of print-out is not of a
very
high standard and would not generally be used at high business levels.
However, it is often used for the production of rough drafts. Characters of
different sizes can be built up with dot-matrix printers and some may have
two-colour ribbons.

An ink-jet printer forms dot matrix characters by applying ejected
droplets of ink, vibrated at an appropriate frequency towards special
absorbent
paper. A charged electrode is placed electrostatic technique the ink drops can
be directed to particular parts of the paper. The printers use information that
is stored digitally.

Thermal printers require heat sensitive paper which is marked by a
heated needle-like writing implement known as a stylus.

Laser printers are very fast and can use different sizes of paper. Since
they are non-impact printers they are very quiet and can produce good
graphics. The laser printer works by beaming a laser on to an electrically
charged drum which substance, called toner, is poured over it. When the
paper is brought into contact with the drum the image melts on to the paper
as it headed.

The keyboard is where the data or information is input into the
computer.

It is usually arranged like an ordinary typewriter keyboard with a number of
other keys added which carry out special functions.

Some computer programs display what are called icons on the
computer
screen. The icons may represent items of furniture in an office, for instance.
The user is able to instruct the computer by the use of a tiny moveable device
known as a mouse which is connected to the computer by a cable and can be
moved about the top of a desk. The desk represents the VDU screen and as
the mouse moves about it moves with the short bright line known as the
cursor, on the screen.
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TEXT 4 PERMANENT PATCH MANAGEMENT

To patch a program is to make corrective alterations to the binary
program modules (the executable files). This can be done to effect a change
in
the machine language instruction code contained within the file or to change
the initial value of memory data that is contained within file. Patches are
typically applied through the use of the DEBUG.COM software debugger
with a script file, or through a dedicated patching utility.

Patches are the simplest to design for programs written in the assembly
language. For programs written in a high-level language, a good
understanding of how the compiler ultimately produces assembler code is
required.

The primary advantages of patches are that they are small enough to be
downloaded by the end users of your product using a modem and that they
can be placed on public access bulletin board systems without compromising
security. Placing a corrected copy of an entire binary module on a public
BBS
can be too great a temptation to would-be pirates, whereas placing patches on
a BBS benefits only those who already possess your product.

Patches are not only a useful way to distribute bug fixes, you can also
use them to make custom modifications to your product to satisfy clients with
particular needs. Another reason to develop a patch is to modify a program
for which you do not have source code. This might be done to solve a
compatibility
problem with other programs you need to use or with certain hardware within
your computer.

The advantage of developing a patch based on the use of
DEBUG.COM and a script file is that it’s reasonably simple to create an
adequate script. But being simple and just adequate can also be a
disadvantage. This method is far from bulletproof, and since the application
of patches is done chiefly by end users, the more user-proof, the better.

Through the use of a custom patching utility, it is possible for the tool
to verify that the correct version of the correct module is being patched, that
enough memory is available, and so forth. The patching of binary modules
with multiple segments can also be dealt with much more easily when a
utility is used that is designed to apply patches.

An additional function that can be performed by such a tool is to report
which patches have already been applied to a binary module. This
information
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will be valuable to technical support technicians when a customer calls with a
problem. This capability can be achieved by including an array of flags
within the binary code module, with one flags existing for each patch number
anticipated. When each patch is applied, one change made to the file will be
that corresponding flag within the array is set. All that is then necessary to
produce a report of which patches have been applied is for the tool to locate
and read this array.

To accommodate patching, you must, of course, allocate a patch space
within each segment of each binary module from the very beginning. In
addition, to accommodate the patch-reporting feature, an array of flags must
be allocated within the binary module.

TEXT 5 VIDEO OUTPUT TESTING

When the computer is operating o.k. and you’d like to check out your
video output circuits and chips, you can do it with a diagnostic program. In
order to write such a program yourself you must know all about the registers
in the output circuit and/or chip. A video output chip operates in a number of
modes. You must program each mode and then get the chip to perform the
graphics of that mode on the screen.

If all the modes display properly then the chip is considered o.k. Should
one or more of the models not perform then there is some sort of defect in the
circuits in the chip that operate that particular mode.

Typically, a video chip will be able to display modes in alphanumerics,
semi-graphics, and graphics. For example, a chip can have two alphanumeric
modes, five semigraphic modes, and eight graphics. Each mode has a
particular set of bits, that when input to the chip will turn on one of the
modes.

When you write a video diagnostic program, and choose a mode to test,
you must get those bits into the correct inputs to set up the mode to be tested.
Once you produce the mode you then have the program display a pattern on
the screen. For instance, in one alphanumeric mode you might want to see a
complete set of upper — and lowercase characters. The program you write
would print these characters for you on the screen. The second alphanumeric
mode is the inverted image of the first, that is the background color of a
character switches places with the character colour. To test that mode, you’d
again print the set of numbers and characters on the screen. This time though
they would appear inverted.

The other modes also are called by input bits to the chip registers and
then the mode is proved by causing a graphic to be displayed. For example,
you could input bits to put the chip into a mode that produces 256x192
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graphic picture elements. Then a little graphic program could display a funny
face. With the 256x192 graphic, 24 funny faces would be produced. This is
in contrast to 2 funny faces that would be drawn if the graphic was only a
64x64 array.

To detect trouble the funny faces are examined for colour and size. As
long as they are identical the chip mode is working o.k. If the funny faces are
not uniform in colour, size, or if they are missing, then that mode could be
defective.

There are many different types of video output chips. To run off a test
on one, the important thing to know is how they work and then write a
program to exercise it. According to the result of the exercise you find out
which modes are working and which ones are not. The program can be in any
languages the computer can use for graphics.

2.4 I'noccapuii

A

Accomplish — BBIIOJIHSTH

Agent-based — areHTHOE MOJEIMPOBAHUE.

Airspeed indicator — MHIUKAaTOP CKOPOCTH BO3AYIIHOIO MOTOKA

Altimeter — aTbTUMETP/BBICOTOMED

Analyst — aHanUTHK

Api (application program interface) — nunrepgeiic npuKIaJHON TPOrpaMMBbI
Applicable — npumeHUMBI

Application silos — cepBep NpUIIOKEHUS

Application — ipusnoxxeHue

Asp (active server pages) — aKTHUBHbBIE CEPBEPHBIE CTPAHUIbI (TE€XHOJOTHUS
JUTSL CO3/IaHUST Web-TIPUIIOKEHU )

Attitude indicator — aBUaropu3oHT

Automation — aBToOMaTH3aIH

Abort — 1) (mpexaeBpeMeHHOE) TPEeKpaIleHUe BbIIOJHEHHUS] TPOrpamMMbl; 2)
BBIOpACHIBAHHE 3a7a4M (CHITHE C PEIICHNS)

Access — BBIOOpKa (M3 TTaMsITH); TOCTYM, oOpamienue (kK 011)

Account — pacuer, cyeT

Accuracy — TOYHOCTh; 0€30IITMO0YHOCTh; TPABUIBLHOCTh; YETKOCTh

Action — feficTBHe, BO3ACHCTBUE; Onepallus; TMHUS TOBEACHUS

Add — 1) cknmangeiBath, cymmupoBath, 2) false ~ wactuunoe cioxeHue 0e3
NIEPEHOCOB

Address bus — anpecnas mmuHa

Adsl — (asymmetrical digital subscriber line) acummerpuuHnas mmdpoBas
aOOHEHTCKas JTMHUS
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Algorithm — airopuT™; anropuT™ BETBJICHUS

Align — BeIpaBHMBATh; HAJIA)KUBAaTh

Alignment — BbIpaBHUBaHUE; OPUEHTAIMS; HACTPOUKA

Allocation — pa3MeleHue; pacnpeesieHue Ha3HaAueHUs

Allocator — pacripeaenurens; reiepaTop (B A3bIKE aaa)

Alphanumeric — OykBeHHO-LIU(PPOBOU

Ambiguity — MHOTO3HAYHOCTh

Amplifier — ycunurens

Angle — yron (~ of lag — ~oTcTaBanus; deviation ~ — yroj OTKJIOHEHHUS])
Applet — BcmomoraTenbHasi mporpamma; MpuiIoKeHue

Application — wucnojgbp30BaHUE; NPUMEHCHUE; NPHUIOKEHHUE; MPUKIIAAHASA
3ajaya (mporpamma)

Approach — 1) npubnmxenue; NoaAxoa, 2) OPUHLINI, 3) METO]
Architecture — 1) apxurexrtypa, 2) CTpykTypa, 3) KoHUrypamus

Area — 1) o6nacTsb, 2) yyacTok; 3) mionajb, IOBEPXHOCTb,

4) KOHTaKTHas IUIOIIA/IKa

Argument — 1) apryMeHT, 10Ka3aTelbCTBO, CYKICHUE;

2) He3aBUCHMas IEpEMEHHAs

Artificial intelligence — HCKyCCTBEHHBIN MHTEIJIEKT

Assembler — accem0r1ep, KOMIOHYOIIAsE POTPaMMa, porpaMma cOOpKU
Assembling — 1) cOopka, MOHTaXK; KOMIIOHOBKA, aCCEMOJIMPOBAHUE,

2) TpaHCHSALMs IPOrpaMMBbI C MOMOIIBIO accembiiepa

Assign — Ha3HA4YaTh, IPUCBANBATH

Assignation — Ha3HaY€HUE, TPUCBOCHHE

Assignment — Ha3HaAYEHUE, TPUCBOCHHE; PaclpeeiIeHue

Automation — aBTOMaTHU3aIH

Availability — 1) pabGoTocrmocoOHOCTh; 2) TOTOBHOCTB, JOCTYITHOCTH;
HaJn4uue

Avoidance — 1) uzbexanue, yKiioHEeHUE, 2) IpeJ0oTBpaIeHUE,

3) ormeHa

B

Back up — pe3epBHOE KOTUPOBAHHUE.

Back-end development — pa3paboTka BeO-IIpHIIOKEHUI Ha CTOPOHE cepBepa
Background — 1) ¢on, ¢ponoBast padbota; 2) TEOPETUIECKUE OCHOBBI

Band — nosoca; nuamna3on; 30Ha

Bandwidth — mupuna nonocskl; mojaoca 4acToT

Bank — rpymima, psn ycTpoiicTB; OaHK JTaHHBIX, XPAHWIHIIE JaHHBIX

Base — 1) 6a3a; ocHoBaHue, 2) OCHOBaHHUE Jorapupma

Baseline — 6a3oBas cTpoka
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Basic — 6a30BbIil; OCHOBHOM; dJIEMEHTaPHBIN; CTaHIAPTHBIN
Batch mode — makeTHbI pexuM

Behaviour — pexxuM; moBeieHUE; XapaKTep U3MEHCHUS

Binary — 1BOWYHBIN, IBY10JIbHBIN

Bit — OuT, pa3psa; ABonydHas uudpa

Black-box testing — TeCTUpOBaHHUE MO CTPATErNU YEPHOTO SALIUKA
Block — 1) 6150k, y3en; rpynmna, Moayib, 2) OJ0KUPOBaTh, IPEKPALLIAThH
Bound — rpanuna, npeaen

Box — cToiika, pamka; 010K

Branch — 1) BeTBiieHUE; BETBB, 2) Iepexo/l, 3) OTpaciib
Broadcast — 1) TpancinupoBanue, nepenada, 2) BemaTeIbHbIN
Browse — mpocMmaTpuBaTh, IPOJIUCTHIBAThH

Buffer — 0ydep, Oypepnas cxema, OydepHoe ycTpOMCTBO

Bug — ommb0ka, nedekr; momexa

Burst — 1) maket (ommbok); pa3duBKa, 2) OTEIATh, B3PbIBATHCS
Byte — Gaiit, cior (marl. cjioBa)

C

Cache — 1) ko111, cBepxonepaTuBHas MaMsTh; 2) KIIIUPOBATh
Calculation — BBIYHCIICHUE; PACUET;

Call — BbI30B, OOpaleHue; BbI3bIBATH

Cancel — otmeHa, OTMEHSITh; CTUPAHUE, CTUPATh, COPACHIBATH
Capability — BO3MOXHOCTb, CIIOCOOHOCTb; XapaKTEPUCTHKA
Capacitance — eMKOCTb; EMKOCTHOE COITPOTUBIICHHE

Capacity — eMKOCTb; pa3psIHOCTh; MOIIHOCTh; MPOIMyCKHAsI CTIOCOOHOCTH
Capacitor — KOHJEHCATOP

Cast (shed, throw) light on (upon) — npoauBaTh CBET

Cell — sgueiika, 2JI€MEHT; CEKIIH

Central processing unit (CPU) — nenTpanbsHbIi Tponieccop

Chain — 1ienp, 1I€MOYKa; IIOCICA0BATEIbHOCTh

Channel — kanan (cBsi3u), JOpOXKa, THHOPMATMOHHBIN KaHAT
Character — 3Hak, cumBoJI, ITM(dpa; OyKBa; MpU3HAK; IUTEPa

Chart — nuarpamma; rpaduk, Tabaua, cxema, 4epTex

Chat room — HHTEpaKTUBHOE OOIIIEHUE 110 CETH B PEAUTBHOM BPEMEHH
Check — mpoBepka, KOHTPOJIb; TPOBEPSATH, KOHTPOIUPOBATH

Clarity — 4eTKOCTb

Client-server database architecture — 6a3a JaHHBIX apXUTEKTYPbl KIIUEHT /
cepBep

Cloud — «o0nako»

Cluster — kiactep, rpynmna, 0J0K

93



Code — xoa, KOAMPOBAaTh;, CHUCTEMA KOJUPOBAHHUS, MPOrPaMMHUPOBATH;
(MaIMHHOE) CIOBO

Code refactoring — yJy4iieHue Kojaa

Coding standard — ctanmapT KOaUpOBaHUS

Coefficient — k03 ULIMEHT, UH]IEKC

Column — xo10HKa, CTOJIOEI]

Communication — KOMMYHUKaIus, CBsI3b; COOOILIEHHE, IIepeaada
Compass system — KypcoBas cuctema

Compatibility — coBMECTUMOCTb, COOTBETCTBUE

Compilation — KOMIMJIMPOBAHUE, COCTABJIICHUE, TPAHCIIALIMS

Compiler — koMIWISITOpP, TPAHCIAATOP

Complement — qonoaHeHUE, AOMOIHATE; TOMOJIHUTEIBHBIN KO, 0OpaTHBIN
KOJT

Complementation — ornepanusi 00Opa3oBaHUsl TOTOJHEHHUS;

component — AeTallb, paAN0/I€Tallb; KOMIIOHEHT, COCTABHAsI YaCTh
Compress — c:kuUMaTh

Compression — c:kaThe, KOMIIPECCHS

Computation — BBIYUCIEHUE, PACUET

Compute — BEIYUCIATH, PACCUUTHIBATH

Computer-aided design — aBTOMaTu3UupPOBAHHOE NPOECKTUPOBAHKE
Concept — KOHIIETIIUS; TOHSATUE; TPUHIUIT

Concurrently — 0ofTHOBpEMEHHO

Condition — yciioBH€; COCTOSIHUE; CUTYAIUs; PEKAM

Configuration — koHpuryparus

Connect — coeIUHATH, IPUCOEAUHSATD, BKIIIOUATh, OJAKIIOYATh
Connection — coeIMHEHUE, CBSI3b;

Connectivity — BO3MOXHOCTH CETEBOT0 B3aUMO/JIEUCTBUS, CONMPSIKEHHOCTh
Console — mynpT ynpasiieHHs, TEPMUHAI

Constant — TMOCTOSIHHasE  BEJIWYMHA, KOA(DPHUIMEHT; TMOCTOSHHBIM,
(UKCUPOBaHHBIM

Constraint — orpaHu4eHHe; CAEPKUBAIOUIUN (HaKTOp

Construction — KOHCTPYKIUS; CTPYKTYpa; HOCTPOCHHE

Consumer — noTpedutens (MHGOpMAaIuKN); aOOHEHT

Contents — coziepkaHue, CyTh; 00beM, BMECTUMOCTh

Control — ynpasieHue; peryJiupoBaHue; 1aTUHUK; YIPABIATh, HACTPAUBATh
Controller — ycTpoiicTBO ynpaBieHus (KOHTPOJUIEP); JaTUUK

Consistent — mocieaoBaTeIbHbINA

Constructive cost model — MmoienupoBaHuEe CTOMMOCTH Pa3pabOTKU
Contribute — BHOCUTB BKJIa]I

Core — sap0, CEepACHHUK

Correct — 1) ucnpaBiiaTh; yCTpaHATh OMIMOKY; 2) MPaBUIbHbBIN
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Count — cyeT, MOJCYET; CUUTATh

Coupler — coequHuTEND

CPU (Central Processing Unit) — nuentpanpHblii poueccop, LIITY
Crack — mrym, Tpeck; B3J1laMbIBaTh

Crowd — ymiotHeHue, 00beIMHEHNE

CSS (Cascading Style Sheets) — kackagHble TaOJIHIIBI CTHIICH
Current — TEKyIIHIL; TOK; X0/

Curve — KpuBasi; XxapakTepUCTHKA

Customer — 3aKka34yuK

Customization — HacTpoiika

Cybernetics — kubepHeTHKA

D

Data — nanubIe

Data store — xpaneHue nHQOpPMaLIUU

Database — 6a3a qaHHBIX

Database model — monenb B/

DBMS (Database Management System) — cuctema ympaBiieHus 0a3oi
JAHHBIX

Deadlock — Tynuk, TynmukoBasi CUTyalusi, B3aUMOOJIOKHMPOBKA, 3aBHCaHUE
(mporpaMmbl); OJIOKUPOBKA; OJOKUPOBAThH

Debug — HanaxuBarh (MalIMHy), OTJIaXUBaTh (IIPOTpaMMy), YCTPaHSTh
HEUCIIPAaBHOCTHU

Decipher — gemmdpoBaTh, 1€KOAUPOBATH; pacIupOBLIBATh, AU PPOBATH;
Decision — 1) pemienue; BbIOOD;

Decompose — paznarath (pa30uBaTh) Ha COCTaBHBIE YacTH, MOJBEPrarhb
JNEKOMITO3ULIUU

Decrement — 1)1ekpeMeHT, OTpULIATEIbHOE PUPALLEHHUE;

Dedicated hardware resources — BbIAEIEHHBIE allllApAaTHBIE PECYPCHI

Deduce — BbIBOJUTD, MPOCIEKUBATH (JIOTUYECKYIO 11CTIh)

Define — onpenensth

Delay — 1) 3amepikka, 3ama3/bIBaHUE; BpeMs 3aJE€PKKHU; 2) 3aJep’KUBATh;
BBIJIEP/KKA BPEMEHU

Deliver — nocraBisTh

Density — INIOTHOCTb, KOHUEHTPALUsl; NHTEHCUBHOCTb

Deploy — npuMeHsITh; UCTIOIb30BATh

Derivation — auddepeHuypoBanue, onepaus B3ITUsI MPOU3BOJIHON; BHIBO/I;
CJIOBOOOpA30BaHNE; OTKIIOHEHUE; U3BJICUCHHE

Design flaws — ommOka npoeKTUpOBaHUS

Design verification — Bepudukaius mpoexTa

Developer — pa3paboTuuk.
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Development- pa3zpaboTka

Deviation — geBuarus, OTKJIOHEHHE

Digit — mudpa; 01HO3HAYHOE YUCIIO; OAHOPA3PSIAHOE YUCIIO, Pa3psia
Dimension — pa3mep, BEJIMYMHA, U3MEPEHUE

Disadvantage — HeIOCTaTOK, HEBBITOIHOE MOJIOKEHUE; BPE]
Discontinuous — IpepbIBUCTBIN, CKAUKOOOPa3HbII

Discrepancy — pacxo/ieHue, HECOOTBETCTBHUE

Discrete — pa3eiabHblil, TUCKPETHBIN

Discretion — cB000/1a IEUCTBUM, pa3IelICHUE; TPEPHIBUCTOCTh

Dismiss — OTHyCKaTh, pacllyCKaTh; YBOJbHATh; OTKJIOHSTh

Dispatching — nucneruepusanusi, KOOpAMHAIINS, YIIPaBICHUE

Dispense — pacnpenensarb, 00XoauThcs 0e3  dero-nmubo  (with);
OCBOOOXKIAThCS OT 4ero-auoo (from)

Display — ycTpoiicTBO BOCIIPOU3BEICHUSI, BOCTIPOU3BEICHUE HA DKPAHE
Disposal — pacniosioxkenue,; n30aBjieHue, ycTpaHeHue; nepeaada
Dispose — pacnosiaraTh, pacrpeaensiTh, 130aBUThCS OT 4ero-nuoo (of)
Disposition — JIMKBUIALIMS

Disprove — onpoBeprarb

Disrupt — pa3pbIBaTh, pa3pyliarh

Dissect — paccekarb; aHATU3UPOBATh

Dissolve — pacTBopsiTh(Csl), UcHapsATh(Cs); aHHYJIUPOBATh, paCTOPraTh
Distinct — OTIIMYHBIN; PAa3JIUYHbIN; PA3HbIN; OTYETIUBBINI, ICHBIN
Distinguish — paznuyaTp, OTIMYATh; BBIAEIATD

Distortion — HCKa)KEHHE

Distribution — pacnpeaenaeHue, pacCipoCTpaHeHUE

Disturbance — HapylieHue, BO3MYILIEHHUE; IOMEXa, pa3pylieHue (MarHuTHOTO
COCTOSIHUSA ), TOBPEKICHUE

Division — nenenue, pa3uei

Divisor — nenuresnn

Domain — 0051acTh, JOMEH; UHTEPBAI (BPEMEHHM )

Dot — Touka; Touka pacTpa; TOUCYHbIN

Dot-and-dash line — mTpuxnyHKTHUpHas TUHUS

Dot-matrix image — pacTpoBoe€ H300pKEHHUE, TOYECUHO-MATPUIHOE
n300pakeHne

Dotted line — nyHKTUpHAs JTUHUS

Draft — mpoekT, 3cku3, HaOPOCOK

Drain — yTeudka, CTOK, HEPOU3BOIUTEIbHBINA PACXO]

Drift — apeiid, yxon, cHOC, CMEIIIEHHUE, CABUT; MEIJICHHOE TepEeMEITeHIE
Driver — npaiiBep, 3ajaro11ee yCTpOUCTBO; BO30OYIUTEIIb; IBUTATEIh
Dummy — makeT; J10XKHbIN, GUKTUBHBIN; XOJIOCTOU

Dump — pa3rpy3ka, BbIXO/J Ha NI€YaTh; CHITUE, BHIKIIFOUEHUE
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Dynamic Host Configuration Protocol (DHCP) — npoTokosl AuHaMU4YeCKOU
KOH(Urypamuu ysina
Dynamic IP addresses — qunamuueckuii [P-agpec

E

Edge — xpaii (mepdoxapTtsl), pedpo, rpad

Editing tools — UHCTPYMEHTBI PeAAKTUPOBAHUS

Efficiency -3¢ pexkTBHOCTD, MPONU3BOAUTEIHLHOCTD

Element — 371€eMeHT, KOMITOHEHT, JI€Tallb, 3BEHO, CXEMa

Eliminate — >JIUMUHUPOBATH, YCTPAHATh; UCKIIOYATh

Elongate — y1nuHsATH(Cs1); MpoisieBaTh(Cs)

Eloquent — kpacHOpeuuBbII

Elucidate — ocBemars, mpoJiuBaTh CBET, OOBICHITH

Elude — n3beratp, yKJIOHATHCA

Elusive — HEyJTOBUMBIN; YKIIOHYUBBIN

Embash — gnunHOE THpE

Embed — BcTaBisATh, Bpe3aTh, BJI€/IbIBATh; BHEAPATH

Embody — Bomomars, n300paxarh; OJIUIETBOPATH; BKIIOYATh, 3aKIHOYATh
(B cebe)

Embrace — oxBarbIBaTh, BKIIOYATh

Emerge — nosiBASITHCSA, BCILIBIBATh, BEIXOIUThH; BO3HUKATh

Emergency — kpaliHsisi HEOOXOAMMOCTb; SKCTPEHHBIN ClTydail; aBapus
Emitter — sMUTTEp, HCTOYHMK; TEHEPATOP

Emphasis — ynapenue, ynop, akueHt to lay (place) emphasis on smth —
NOTYEPKUBATh, BBIIEIATH, IPUAaBaTh 3HAYCHUE YEMY-JIN00
Emulation — smynsiipus

Encipher — koaupoBats, mmdpoBathb

Encourage attention — npuBi€KaTh BHUMaHUE

Encryption — mmdpoBanue

Ensure — obecnieunBath, yoeIuThCs

Enterprise — npeanpusitue

Entity — 00bEKT; CyIIHOCTD; KaTEropus

Entry — BBOJ, BXOJI, 3aIlMCh; 110/1a4a; BBEACHHBIEC TAHHBIE; COACPKUMOE
Environment — OKpecTHOCTh; 000PYAOBAaHUE; KOHTEKCT; PEXKUM
Equal — paBHATHCS; ypaBHUBATH;

Equation — ypaBHEHUE, paBEHCTBO

Equilibrium — paBHOBecue

Equipment — o6opyaoBanue, npuOopsbl

Erase — ctupars (3anuch), pa3pyuiarhb

Error — omu0ka
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Error-free — 6e30mm0O04YHBIIN; CBOOOIHBII OT OIMINOOK

Escape — noteps (cBsA3m); nepexon (C OAHOTO KOJa Ha JAPYroil); OTMEHSTb,
NepeXoInuTh

Estimate — 1) ormeHka 2) orieHMBaTh; NPUOIU3UTEIHHO TTOJACYUTHIBATH
Etching — TpaBnenue

Evaluation — onienka, BeluuclieHHEe, (POpMyIia OLEHKH, OLIEHOYHAs (DYHKIIUS
Even — 4€THbIN, paBHOMEPHBIMN, POBHBIN, TOYHBIN

Event — coObITHE; UCXOT; pe3yJIbTAT

Ever-increasing ~ cTporo Bo3pacTtaroiias ommnoxa

Exchange — 1) oOmeH; 3ameHa;

Execute — BBITIOIHSATE, UCIIOJIHSTh

Exercise a control — oka3pIBaTh BIHSHUE

Exercise caution — co0Jt0/1aTb OCTOPOKHOCTb

Exert (every) effort (make efforts) — mpunarats ycunus

Expand — pacmupsTh, yBeIUuMBaTh, HapallluBaTh, Pa3BOPAUYNBATH
Expectation — oxuaHue.

Exponent — moka3aresnb CTENEHU; MOPAI0K

Exponential — IOKa3aTeabHas byHKINS; ITOKAa3aTEeIbHbIM,
DKCHOHEHIIMAIbHBIN

Expression — BeIpakeHHe

Extension — pacmupeHnue, npoa0KEeHNUe, MPOTKEHHOCTh, 100aBICHUE
Extreme — npeaenpHblil, KpUTUYECKUN

Extreme Programming — 3KCTpemMaibHOE TPOTPaMMHUPOBAHKE

Excess — U30BITOK, U3TUIIEK, OCTATOK, KCIECC

F

Feasibility — BO3MOXXHOCTbh TEXHHYECKON peaau3aiuu

Feature — pyHkuus

Feedback — obparnas cBs3b

File-processing systems — cuctembl 00paboTKH ¢haiisioB

Flexibility — rubkoctsb

Flight Director Systems — cuctemMa KOMaHAHBIX MTAJIOTAKHBIX TPUOOPOB,
KOMaHIHO-MUJIOTaXXHAsl CUCTEMA

Flight instruments — mMJI0TaXXHO-HABUTAIMOHHBIN PUOOP

Front-end development — pa3zpaboTka BeO-pUIOKEHUI HA CTOPOHE KIIUEHTA
Functionality — pyHKIIMOHAIBHOCTH

G

Gadget — ycTpoicTBO, MPUCTIOCOOIEHUE, TEXHUUECKAasi HOBUHKA
Gain — ycuiieHUE, yBEJIUYEHNE; YCUIIUBATh

Gain acceptance — MOJy4YUTh TPU3HAHUE
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Gain an (the) advantage of (over) somebody — umeTs npenmMyIIeCTBO NEpe
KEeM-JIn00

Gain an insight into — IPOHUKHYTH B CYIIIHOCTh Y€TO- MO0, IIOHSIThH

Gain experience — mpruoOpeTaTh OIbBIT

Gain recognition — NOJIyYUTh IPU3HAHUE

Gain time — 5KOHOMUTb BpeMsI

Gap — uHTEpBAJL, IPOMEKYTOK, 3a30P

Garble — nckaxeHne; HICKakaTh

Gas-plasma display — mia3MeHHBIN AUCIUICH; Ta30pa3psIHbIN JUCILICH

Gate — 1) 3aTBOp, BEHTWJIb;

Gateway — IITI03; MEXKCETEBOM IIUTIO3

Gathering — cbop

GB — rura6ait

GEM( graphical environment manager) — aucneTdep rpapuyeckoil Cpebl;
rpaduueckuil uHTEpQENc Moab30BaTENs

Gender bender — angantep ¢ OJHOTUIHBIMM KOHTAKT-JETaIsIMM Ha OOOMX
KOHIIaX

Gender changer — amantep ¢ OJHOTHUITHBIMH KOHTAKT-JCTAISIMH Ha O0OHWX
KOHIIaX

General chart — o01as cxema

General options — o0111e mapaMeTpbl; CUCTEMHBIE TTapaMeTPhI

General troubleshooting — ycTpaHeHue HeuCHpaBHOCTEH OOIIEro xapakrepa
WJIU TUTIMYHBIX HEUCTIPABHOCTEN

Generate — TeHEpUPOBAThH, CO3/1aBaTh, POU3BOIUTH, (POPMUPOBATH

GIF (graphics interchange format) — d¢opmar oOmena rtpadukoi
(rpaduueckuMu JTaHHBIMH)

Glare filter — aHTUOIMKOBBIN HUITBTP

Glide — ckomnbxxeHue; TIaBHBIN EPEXO/]

Global backup — nosmHoe pe3epBHOE KOMUPOBAHUE

Global channel — ocHOBHOIT KaHai; OOIHIT KaHaI

Global settings — 001111i€ HACTPOIKH

Go out of commission — BBIXOJUTb U3 CTPOsI, OTKA3aTh (O MAIlIMHE)

Grab — 3axBart; onupoBKa; CEMIITTUPOBAHUE

Grabber — cpeacTBo 3axBara; IIaTa 3axBaTa; AKPAaHHBIA yKa3aTelb
KOOPAMHATHOTO MAHUITYJISITOPA B BUAE KUCTH PYKHU

Gradient — rpalM€HT; MIABHO U3MEHSIOLIAMNCS

Grandfather file — npenmnocnenusist Bepcus daiina

Grandfather version — peanocieaHssa BEpcusi 00beKTa

Grant — npe10CTaBUTh

Grayed — cepblil; HEAKTUBHBIN

Grayed option — HEAaKTUBHBIN IMYHKT MEHIO; HEBBIICJICHHBIN TapaMeTp
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Grid computing — cuctema pacnpee’aeHuss MOITHOCTEN U CUCTEM XpaHEHUs
Gyroscopic Systems — THPOCKONMYECKask CUCTEMA

H

Hack — B3nambIBaTh (CUCTEMY), HE3aKOHHO TPOHUKATh

Half-duplex — cnocoOHbI miepeaBaTh JaHHBIE TOJBKO B  OJIHOM
HaIlpaBJICHUU

Halt — octanoBka, cO0ii; OCTaHABINBATHCS

Handheld (computer) —  HeEOOJbIIOW  MOPTATUBHBIA  KOMIIBIOTED,

MMOMEMIAOIINICS B OJHOU PYKE

Handle — onnepupoBaTh, MaHUITYJIUPOBATh; 00padaTHIBAThH

Handler — ycTpolicTBO yrpaBiieHus; mporpaMmma 00padoTKu

Handling — o6paboTka; onepupoBaHue

Hang — BHe3anHO npepBath pabOTy, OCTAHOBUTHCA (O MPOrpPaMME)

Hard (hardware) failure — ycToliuuBblii 0TKa3; annapaTHbIN cOOt

Hard copy — TBepimas Komwus, JIOKyYMEHTallbHas KONMS, pAacleydarka;
II€YaTHBIN

Hard disk drive — s)xecTkuii TUCK, BHHUYECTED

Hard error — anmaparHast ommOKa, anmapaTHBIA COO; IMOCTOSIHHAS OITNOKa,
HEHCIIpaBUMasi omuoKa

Hardware — anmaparypa, amnmapaTHoe oOopyjoBaHue (oOecrieueHue);
TEXHUYECKUE CPEACTBA

Hardware dependent — anmapaTHO-3aBUCUMBIN

Hash — HeHy>xHbIE faHHBIC; HEHYKHAsI HHGOpMAITUS

Head — ronoBka, 3aroioBoK, J€CKpUITOP

Heading indicator — uHAMKATOpP KYpCOBBIX YTJIOB, yKa3aTelb Kypca
Headphone — HayiHuk

Heap — Heynopsii0u€HHBII MacCUB

Help-desk/helpline — tenedonnas ciyx06a moMOIIHN OJIH30BATEIISIM

Hertz — repi1, eAMHUIIA YaCTOTHI, paBHAsI OJTHOMY LUKy B CEKYHIY
Hexadecimal — miecTHaaaTepuyHbIii

Hierarchy — nepapxus

High density disk — nquckera BBICOKOM MIOTHOCTH, MOXKET XPAaHUTh OJUH U
Oomnee MerabalT JaHHbBIX

High-end package — koMriekcHast KOMIbIOTEPHAsS TporpaMma

High-level language — s3bIK BBICOKOTO YPOBHS, SI3bIK HMPOTrPaMMHUPOBAHUS
onm3kui K 361Ky uenoBeka (Basic, Pascal, C etc.)

High-level program — kommberoTepHas mporpaMma, HAlMCaHHAs Ha S3bIKE
BBICOKOT'O YPOBHS

Hold — dukcanus; XxpaHuTh; 1epKaTh; YIOBIECTBOPITh

Holistic — nenocTHbIM
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Hook — noByrika; 106aBoYHbIN

Horizontal scrolling — ropu3oHTaIbHASE TPOKPYTKA

Host — rinmaBHast BBIYMCIUTEIBHAS MAlIMHA

Host name — nuMst xocTa (MMS1 XOCT-KOMIIBIOTEPA)

HTML (hypertext Markup Language) — A3bIKk THIIEPTEKCTOBON pa3METKH
HTML (Hypertext Markup Language) — s3bIK pa3METKH TMIIEPTEKCTA
Hub — rue3no, pazsem B cetu

Hyperlink — runepcceuika

Hypertext — runeprekcr

I
I/O (input/output) — BBOJI/BBIBOJI
IBM (International Business Machines) — kpymnHeiias KOMIIbIOTEpHasI

KOMIIAHUS B MUPE
IC (integrated circuit) — BCTpO€HHas LIEMb, CXEMa

Icon — uKoHKa, 3Ha4OK, rpadUUECKUil CUMBOJI

ID  (identification) @ —  uaeHTudUKaAIMA,  NPOBEpPKa,  CIUYCHUE;
OTOXJECTBJIICHUE; OTIpeieNieHre, paclio3HABaHKE; 0003HAUCHUE

Identifier — unenTudukarop; ums

Idle time — oxxuaganue; NPoCcTon

Illegal — 3anpemieHHbIN, HECAHKIIMOHUPOBAHHBIN

Image — 06pa3, n3obpaxkeHue; n300paxarb, 0TOOpakaTh

Imaging — oToOpaxeHue

Implement — BBIOJIHATH, OCYIIECTBISATH

Implementation — BHeApeHKE; BBO B pabOTy; peamu3aius

Improve — yny4iars, yCOBEPIIEHCTBOBATh

Improvement — yny4iiieHue, yCOBEPIIEHCTBOBAHUE

Inch — gronm

Increment — npupaiienue, npupoct; MmateM. THKpEeMEHT npupaiieHue
Independent — He3aBUCUMBIIA

Infinite — GeckOHEUHBIN; O€CUNCICHHBIN

Inheritance — HacnempoBaHue, KIIOYEBas XapaKTEPUCTUKA OOBEKTHO-
OpPUEHTUPOBAHHOTO  NPOrpaMMHUPOBAHUS, KOIJa JOYEPHHE  KJIACcChl
HACJIEYIOT BCE CBOMCTBA POJIUTENBCKUX KJIACCOB

Inhibit — 3anpemars, HoAaBISIThH

Initialization — ycTaHOBJIEHUE B HAYAJIIBHOE COCTOSIHUE;

Initialize — ycranaBiMBaTh B HayallbHOE COCTOSIHME; 3aJlaBaTh HAYaJIbHBIC
yCIIOBUS

Input — 1) BX0Ja, BBOA; BXOJHOE YCTPOMCTBO; BXOJHOW CUTHAIN;, 2) BXOJHBIC
JaHHbIE; 3) BBOJUTH, BXOJUTH

Input device — ycTpoiicTBO BBOJ1a
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Install — ycTanaBnvuBaTh, BBOJIUTh

Integer — esoe YMCI0; €AMHULIA U3MEPEHHUS

Integration — oObeHEHNE

Integrity — 11€JI0CTHOCTB; COXPAaHHOCTb

Interaction — B3auMOIeiICTBHE;, B3aUMOCBS3b

Interface — unTepdeiic; conpspkeHUe; rpaHUIla MEXAY JIByMsl CUCTEMaMu
Intermediate — npoMeKyTOUHBII

Interpret — WHTEpHpeTUpPOBaTh, pacIIMPPOBBIBATH, JeIU(PUPOBATH;
neyaTtaTh Ha eppokrapTax cojaepKaiuecs Ha HUX

Interrupt — npepriBaHKEe, IPEPHIBATHCS; CUTHAJ ITPEPHIBAHUS

Intranet — UaTpaner

Intruder — HapymIUTENb, 3710YMBIIIJIEHHUK

Involve — BoBiIekaTh

IP (Internet protocol) address — aapec cereBoro nportokona IP

ISP (Internet service provider) — UHTepHET nipoBanaep

IT (information technology) — nHpopMalMIOHHBIE TEXHOJIOTHH

Item — oTmenpHBIA TpEeAMET, AIEMEHT, €JUHHUIIA, DJIEMEHTapHas TIpyIa,
CTaThs, MO3ULUS

Iteration — utepanus, HOBTOPEHUE; 1IAT; [TUKII

Iterative model — utepaTuBHast MOJEIb

J

Java [ d3a:va] — [I>xaBa, A3bIK IPOTPaMMUPOBAHUS

Job — 3amganue; pabora

JPEG (Joint Photographic Expert Group) — KOMHUTET MO CTaHAAPTU3ALMU
dbopmara (paitioB ¢ M300paKEHUSIMHU U CIKATUIO

Jump — nepexoj, onepanus nepexoa; KoMmaHja nepexoia; CKauok

Junk mail — cnam

Junkware-criam

Justification — BBIpaBHUBaHHE

K

KB (kilobyte) — kmo6atit, KoaiT

Kb (kilobit) — kunoout, Kour

Kernel — Anpo [Tporpammsr; Aapo Cuctemsl [IporpamMmmupoBanust

Key — 1) kiarou, KHOIKa, KJIaBHIIa, MEPEKIOYATEb; 2) K4, mudpp, Ko,
yKa3aHHE K pelIeHnI0; 3) mepeKovaTh, padoTaTrh KJIHOUOM, KOMMYTHPOBATh
Keyboard — KnaBuarypa; Kommyranunonnas [lanens; Knasumneiii [1ynbT;
Keyword — KitoueBoe Cnogo, Jleckpunrop; 3ape3epsupoBanHoe CioBo

Khz (Kilohertz) — kumorepiy
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L

LAMP (Linux/Apache/MySQL/PHP) software stack — mporpaMMHbIil CTEK
Linux/Apache/MySQL/PHP

Laptop — HOyTOYK

Layout — maker

Life-cycle — %u3HeHHBIN UK (IPOrPaMMHOTO IPOIYKTA)

Linear — nuHeHHbIN

Local area networks — nokanbHbIE cETH

Long-term — qoAroCpOYHBIN

M

Magnetic compass — MarHUTHBI KOMIIAC

Magnitude — BeMurHa; 3HAYCHUE; MOAYJIb

Mainframe — meliH}peiim

Maintain — noiiepKuBaTh, 00CIyKUBATh

Maintenance — CONMpOBOXAEHUE, MOIACPIKKA, IKCILUTyaTalusi, TEXHUYECKOE
o0cCITyKUBaHUE

Make a reference to — ccpuIaThCs, yHOMUHATH

Malfunction — c60i1, HEUICTTPAaBHOCTh

Malicious (program) — Bpe4OHOCHas (IIporpaMma)

Malware — BpeJOHOCHBIE IPOTPaMMBbI

Manage — ynpaBisiTb; BECTU; OPraHU30BbIBATh

Management — yrnpaBlieHHE; OpraHu3alus; PyKOBOACTBO; YIPaBICHUYECKUI
NepcoHal; BIaJeHUE (MHCTPYMEHTOM, OPYKHEM); YMEHHE CHPABIATHCS (C
JieJaMu, CUTyalHei)

Manipulation — MaHumyaupoBaHue, paboTa; MaHUMYJIANMS, 00padOTKa;
yIpaBiieHUe (MEXaHU3MOM )

Map - kapra, Tabnuia; oToOpaxaTh, YyCTaHaBIMBATb COOTBETCTBUE;
npeoOpa3oBhIBAThH

Mark up language — 361k pa3MeTKu

Matrix — matpuiia; nemudparop; ceTka (13) pe3ucTopoB; MaTpuIla; Tabauia
Means — cpeacTBo; cnoco0, METOJ; BO3MOXHOCTh; ~ of access — cpeacTBa
noctymna; controlling~ cpeAcTBa yrpaBlieHUs; CPEACTBA PETYIUPOBAHUS

Meet the case (demands, requirements) — COOTBETCTBOBATh TPEOOBAHUSIM,
MOXO/IUTh

Metaphor — metadopa (mporpamma)

Microcomputer — MUKPOKOMITBIOTED

Modem — mozneM (MOIyJISATOP-AEMOYJISITOP)

Modification — u3menenue

Modularization — geneHue Ha MOJIyIH
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Monitoring — KOHTPOJIb

Multitasking — MHOT03a4a4HOCTh
Multi-tier — MHOTOYpPOBHEBBI
Multi-user — MHOT'OITOJIL30BaTEIILCKUI

N

Narrowband — y3K0IOJI0CHBI

Navigational systems — HaBUTalIMOHHBIE CUCTEMBbI

Network — 1) ceTb, 11€11b, CXE€Ma, KOHTY]P; 2) CETEBOM

Network — ceTb

No strings attached — 6e3 00s13aTeNnBLCTB

Nodal — 1) y3noBas Touka; 2) y3710BOi

Noise cancellation — 1) mogaBieHue UIyMoB; 2) yCTpaHEHHUE TOMEX

Noise induction — 1) HaBeieHrEe TOMeX (IITyMOB); 2) HaBOJKA

Nondirectional radio beacon (ndb) — HeHanmpaBIEHHBIA paAUOMAsIK;
IPUBOAHAS PATUOCTAHIIHS

Normalization — HopmaIu3aus

Notation — 1) 3anuch; 2) o0o3HaueHWe 3) cHCTEMA CUHUCIEHUS; 4)
npuMedyaHue

Numerical key — nudpoBas kinaBuiia

(0]

Object — 00bEKT; OOBEKTHBIM

Object-oriented database systems — 00bekTHO-OprueHTUpOoBaHHbIE CYB/]
Object-oriented design — 00bEKTHO-OPUEHTUPOBAHHOE MPOEKTUPOBAHUE

Object-oriented programming — 00BEKTHO-OPUEHTUPOBAHHOE
MpOrpaMMHUPOBAHHUE.

Occur — ciyyaTbcs, IPOUCXOIUTh

OCR - (Optical Character Recognition) onTHYeckoe pacro3HaBaHUE
CUMBOJIOB

Octet — okTeT (YOpsI0YEHHBIA HA0Op U3 8§ OUT)

Odd number — HEUETHOE YHCIIO

Odd parity — mpoBepka Ha HEYETHOCTh, KOHTPOJIb 110 HEUETHOCTH

Offline — aBTOHOMHBIN, HE3aBUCHUMBIH, (pabOTaOIIMI) HE3aBUCUMO OT
OCHOBHOT'O 00OpYZIOBaHUs; aBTOHOMHO, HE3aBHCUMO

Ongoing — NOCTOSIHHBIM

On-line — MOCTOSIHHO BKJIIOYEHHOE [YCTPOWCTBO|, HEABTOHOMHBIN PEXKUM
paboTHI; DKpPaHHbIM,  DJIEKTPOHHBIN, ONEPATUBHBIA,  JIUAIIOTOBBIM,
WHTEPAKTUBHBIN

Open source software = free software — OTKpbITbIE IPOrPaMMHBIE CPEJCTBA
Operand — onepanj; 0ObEKT
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Operate — paboTaTh, JeHCTBOBaTh, (YHKIMOHHPOBATH (0 Mpubopax,
MEXaHHU3MaXx)

Operating characteristics — pabo4mne XapakTepHUCTUKU

Operating environment — oniepallMoOHHas cpeaa

Operating mode — paboumnii pexxuM, pekuM padOThI

Operating rate — ObICTpPO/ICICTBHE, TPOU3BOAUTEIHHOCTD, paboyasi 4acTora,
pabouasi CKOpOCTh

Operation — JeATeNbHOCTh, paboOTa; ACHCTBHE, Omepalus; YMNpaBicHUE,
MIpUBEJICHUE B

Operator — ornepaTop, CUMBOJI

Option — omniws, BapyuaHT, dJIEMEHT BbIOOpA

Order — xomanza (command, instruction); TOPSIOK, YHOPSIOYEHHOCTD,
MOCJIEIOBATEIBbHOCTh, OUEPEAHOCTD

Original — opurvHan, NOAIMHHUK, UCXOAHBIN, HAYaJIbHBIN, IEPBOHAYATIbHBIN
Outline — KOHTYp, OdepTaHUE; ACKU3; cXema; IuIaH; (00Ias) CTPYKTYpa;
AJIEMEHT OJIOK-CXEMBbI

Output — BBIXOJ; BBIBOJI; BBIXOJHOE YCTPOWCTBO; YCTPOWCTBO BBIBOJA;
BBIXO/JIHOUM CUTHAJI; BEIXO/IHBIE JIAHHBIC; PE3YJIbTAT; BHIXOAHAS MOLTHOCTh
Outside device — BHEIIIHEE YCTPONUCTBO

Outside margin — BHEIIHEE MOJI€; HAPYIKHOE MOJIE

Outsource — mpuBIEeKaTh (BHEIIHUE PECYpPCHI, CIELHAINUCTOB, YCIYTd) s
BBITIOJTHEHUSI COOCTBEHHBIX, BHYTPEHHUX 3a7a4 KOMITAaHUU

Outsourcing — NpUBJI€YEHUE BHEIIHUX PECYPCOB ISl pEUIEHUSI COOCTBEHHBIX
npoOiemM

Overdub — nepe3anuceiBaTh 0€3 CTUPAHUS (C HATIOKECHUEM )

Overflow — nepenonHenne; MprU3HAK MEPENOJTHEHHS; U30BITOK

Overlap — nepekpbITHE, COBMEILICHUE

Overload(ing) — neperpy3ka

Oversampling — auckpeTu3anusi ¢ 3amacoM IO YacTOTE; CEMIUIUPOBAHUE C
3aracoM I0 4acToTe

Overshoot — 1) mepexon 3a mpezensl, BRIOPOC 3a HIKaNy; 2) MPEBBIIATS,
neperpyKartb

Overstrike — HanokeHue (3HAKOB)

P

Pair programming — mapHoe IporpaMMHUpPOBaHUE
Patch — matu

Patch a program — ucnpaBuTh nporpammy

Persist — coxpaHAThbCA
Phase — ¢aza
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PHP (Personal Home Page) tools — WMHCTpyMeHTBI sl CO3JaHUS
NEPCOHAIIHBIX BEO-CTPAHMUI]

Pipelining — koHBelepHBIN peXUM; KOHBEHepHas 00paboTKa
Pool — o0t oA

Preinstalled — mpeaycraHOBIE€HHBII

Private network — yacTHas (BHyTpEeHHSISI) CETh

Procedure — npoueaypa

Processing — oOpaboTka

Programmer — nporpamMmucT

Programming language — si3bIK TpOrpaMMUPOBAHUS
Prototype — nporotun

Prototyping — IpoTOTUIMPOBAHUE

Pseudo code — nceBaOKOI; CHMBOJIMYECKHN KO/

R

Ransomware — BpedoOHOCHasi Xakepckas Imporpamma (c TpeboBaHUEM
BBIKYTIa)

Recognize — pacro3HoBaTh

Recover — BoccTraHaBIMBaTh

Redistribute — mepepacnpenensith

Redundant — nznumnani

Refer — oTHOCUTBCS

Relate — uMeTh OTHOLIICHUE

Relational algebra — pensiuonnas anredpa

Relational database — pensmmonHas 6.1

Relational model — pensiiimonHas MOieb TaHHBIX

Relationship — oTHoLIEHHE

Release — BbIyCK

Relevant — cOOTBETCTBYOIIMI

Repeat rate (repetition rate) — 4yactoTra MOBTOPEHUM; YaCTOTa aBTOMOBTOpPA
CUMBOJIa

Repetitive error — cucteMaTnyeckas omnoKa, MOBTOPSIOMIASACS OITHOKA
Replace mode — pexuM 3aMeHbI; pEKUM MEPE3ANUCHU C IEPEMEIICHUEM
Replicate — konmupoBath, 1yOIUpOBaTh, pa3MHOXKATh, TUPAKUPOBATH
Repository — xpanunuuie, apxuB

Reproduction fidelity — BepHOCTb BOCIIPOM3BEACHUS 3BYKa

Request — 3anpoc, TpeboBaHue; 3anpamnBaTh, TpeOOBaTh

Requirement — TpeboBanue

Requirement gathering — cOop TpeboBanuii

Rescue — criaceHne, BOCCTaHOBJIEHUE, CIIacaTh, BOCCTAHABIINBATh
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Reset all controllers — cOpoc 3HaUeHMIT BCEX KOHTPOJIEPOB; MHULIUATU3ALIMS
BCEX KOHTPOJIEPOB;

Resist — CONpOTUBIATHCA, MPEMSATCTBOBATD; 3aIIUTHOE MTOKPHITHE

Resilient — ynpyruii

Resistance =~ —  CONpPOTUBIIEHUE,  DJIEKTPUYECKOE  COIMNPOTHUBIICHUE;
COMPOTUBISIEMOCTb, YCTOMYUBOCTD

Resizable — macirabupyemslii, ¢ U3MEHAEMBIMU Pa3MEPAMHU

Resize — U3MEHATH pazmep, MaclITabupoBaTh

Response  —  4YyBCTBUTEIBHOCTb, OTBET, 3aBUCHUMOCTb, pEaKUs,
cpabaTbIBaHKE, BHIXOJHOU CUTHA

Responsive web design — aganTUBHBIN BeO-a13aliH

Restart key — knaBuia nepesarmycka (pecrapra)

Resting position — uCX0HAas TO3UIMS, TIEPBOHAYATIbHAS TO3UIIUS

Restore — 1) BoccTaHOBJIEHHE, BO3BpAIllEHHE, 2) BO3BpaIaTh,

Restrict — orpaHU4YMBaTh, JUMUTAPOBATH

Restricted access — orpaHUYCHHBIN (JIUMUTUPOBAHBI) JOCTYII

Resultant — pe3yapTUpYIOIINI, HTOTOBBIN

Roadmap — cxema, miaH AeHCTBUM

Robust — kpenkuit

Romware — nporpaMmHoe oOecriedeHre B TOCTOSIHHOM MaMsITH

Root — KOpeHb, OCHOBAaHME; KOPHEBOM Karayor; ~ node — camblii BEPXHUU
y3€J1 UEPAPXUUYECKOU CUCTEMBI

Root user — npuBWIETUPOBAHHBIN MOJIH30BATEIb

Rootkit — pyTkuT (HaOOp MPOTrPaMMHBIX CPEJCTB ISl MACKHPOBKH)

Route — 1) wmapmpyr, HampaBlieHHE, pa3BOAKA, COCAUHEHHE,
MEKCOEIMHEHUE; 2) HAIIPABIIATh

Router — mapupyTtusarop

Run — paboratb

Runaway — 1) BbIXOJT U3-TI0J] KOHTPOJISI; 2) OTKJIOHEHUE, YXOJT

S

Scope — o0bem

Scrutiny — BHUMATEJIbHOE U3YUYEHUE

Search engine optimization — ONTUMU3AIMUs CaliTa B TOMCKOBBIX CUCTEMAX
Sequential — mosTanHbIN, MOCIEAOBATEIbHBIMI

Serviceable — 006CTy>)kKMBaeMblid, MOJE3HBIN, TPUTOTHBIN

Sign — 3HaK, CUMBOJI; 0003HAYEHUE

Simulation — umMuTanMsA, MOJICIUPOBAHUE

Single-user — 0AHOIOIL30BATENBCKUM.

Skip — npormyck; 00xo

Slimware — mporpaMmHoe o0ecriedeHrue HeOoIbIIOro 00BeMa
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Slope — HakJIOH (KpUBO#1), YTOJl HAKJIOHA; HAKIIOHSATHCS

Smart card — uHTEUIEKTYya bHas TUIaTa (KapTa)

Smtp (simple mail transfer protocol) — mpocToli NPOTOKON mMEpeaaYn
BJIEKTPOHHOM MOYTHI

Software — mporpammHoe obecrieyeHue.

Software design — mpoekTHUpOBaHUE MTPOTPAMMHOI0 00ECIICUCHUS

Spiral model — cnupanbHast MoJEIb

Splitter — pa3aenuTenb, pa3BeTBUTEIb

Spread — pacnipocTpaHeHue, pa3BOPOT, PACXOKICHHUE

Spreadsheet — anexkTpoHHas Tabiuia

Stand-alone — aBTOHOMHBI

Standard generalized — crangapTHBIN 000OIIEHHBIHN (S3BIK PA3METKH )
Start-stop transmission — CTapT-CTOIIHAas Iepeaayda; aCHHXpOHHAs mepenaya
JTAHHBIX

Statement — onepaTop, BEIpaKEHUE

State-of-the-art — coBpeMeHHbBIN YPOBEHB (COCTOSIHUE); COBPEMEHHBIH

Static allocation — craTuueckoe pacnpeaeiecHue

Stealth virus — BUpyc-HeBUIUMKA

Storage medium — HOCHTEIIb, 3aIIOMUHAIOIIIAS CpEe/ia

Streaming — MOTOK, TeUeHUE; OCTyIIN

String — ensp, EeNoYKa; NOCIEA0BATEIBHOCTD

Structured design — cTpyKTypHOE MPOEKTUPOBAHUE

Structured ~ programming —  CTPYKTypUpPOBaHHOE  (CTPYKTYpHOE)
POTPaMMHUPOBAHHE

Sub-domains — cyboMeH (1oaIoMeH)

Submit — oTipaBuTH

Subnet — nmoxceThb

Subsequent — nocneayromni

Subset — noarpynna, pa3sHOBUIHOCTb

Subsystem — noacrucrema, COBOKYIHOCTh MOJIYJIEH

Supervisor (program) — ynpasJioias mporpaMmma; ornepanoHHasi CUCTeEMa
Svga  (super video graphics array) —  yCOBEpIICHCTBOBAaHHBII
BUJIeOTpapUecKuii CTaHIapT vga

Sync — CHHXpOHM3alUsl; CHHXPOHU3UPOBATh

System bus — cucremHas muHa

System call — oOpaiiieHre K onepaluoOHHON CUCTEME

System compatibility — cuicTeMHass COBMECTUMOCTh

System failure — cOo#i cucTembl

System font — cuctemHsbIil mpudT

Systems development life cycle (sdlc) — >ku3HEeHHBIH TMKI pa3pabOTKU
CUCTEM
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T

T arrangement — pacrnionoxxerue B popme OykBbl T

Tag — Ter, mpu3HaK (XpaHSALUIUHCA BMECTE CO CIIOBOM), JCCKPHUIITOp; Tar
(HeoToOpakaeMblil TEKCT pa3MmeTku JokyMeHTa B HTML-dopmare); spibik,
ATUKETKA, OUpKa; (KaOeJIbHbIN) HAKOHEUHUK

Take a resolution — npuHATH penieHue

Take the form of something — npuauMate Gpopmy yero-i1do

Take the opportunity — BOCH0JIb30BaThCS CITy4aeM

Target computer — 1ieeBas BBIUUCIHUTENIbHAS MaluHA (11 KOTOPOM
npeHa3HavYaeTCss OTTPAHCIUPOBAHHAS POTPaMMa)

Task allocation — pacnpenenenne 3amad B OC — pe3epBUPOBAHUE PECYPCOB,
HEOOXOAMMBIX ISl BBIIIOJHEHUS 3aa4u

Task manager — nucneruep 3a1au

Task scheduler — mmanupoBmyK 3a7a4 B MHOro3aaauHbix OC

Task-oriented — mpo0JIeMHO-OPUEHTUPOBAHHBIN, 1I€JICHATIPABICHHBII

TCP/IP protocol — npotokon TCP/IP

Team operation — TrpymmoBas pa3paboTka (Hamp., MTPOTPAMMHOTO
oOecrieueHus)
Template — mabmoH; Tpadaper; Jekano; Macka; JSTaIOH (B CHCTEME

pacno3HaBaHus); cnenu@UKaTop madIoHa

Temporary — BpeMEHHbIN; TPOMEKYTOUHBIN (O JaHHBIX)

Test case — TeCTOBBIN IIPUMED

Threat — yrpo3a

Top-level domain — qomMeH BbICILIETO YPOBHS

Trace — 1) cnen; 2) ciennTh; MPOCIEKUBATH; OTCIECKUBATH

Traffic — Tpaduk; nmorok (nHPOpManumn) odOMeHa, paboydast Harpy3Ka
Transaction processing systems — cuCTeMbl 00paOOTKH TPaH3aKIUN
Transfer — mnepenaua; mnepecbUIka; NEPEHOC || MepeaaBaTh; MEpechLIaTh;
NEPEHOCUTD

Treat — paccmMaTrpuBarh

Turn Indicator — kypcoykazareib, THPONOIYKOMIIAC

U

Unauthorized — HeCaHKIIMOHUPOBAHHBIN

Unwieldy — rpomo3akuit

Updater — mporpamma 0OHOBJICHHUSI

Updating — KOppeKTHpOBKa; OOHOBJIEHHWE, M3MCHECHHE B COOTBETCTBHH C
HOBBIMU JaHHBIMU

Upgrade — MoJIepHU3UPOBATH

Upgrading — MogepHu3aIus, COBEpIICHCTBOBAHUE
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Uploading — 3arpy3ka

Upstream — B HanpaBJI€HUH, MIPOTHUBOIOJIOKHOM OCHOBHOMY TpauKy
User — monp30Bareib

User account — y4é€THasi 3aIIUCh MOJIb30BATENS

User authentification — ayTeHTH(UKALKA T07Ib30BATENA

User command — AupeKTHBa MOIb30BaTENS

User documentation — JOKyMEHTalUs [1OJIb30BATENA

User environment — cpeia Mojab30BaTelIs

User interface — nonp3oBatenbckuii uHTEPQEHc

User Interfaces (UI) — monb3oBaTenbCkuilt HHTEpQEiic

User-defined — onpeaensiemMblil 10Ib30BaTEEM

User-friendly — y10O0HBIN, TOHSATHBIH

Utility routine — cepBUCHasi Tporpamma, ciiye0Hasi (00CiTy>KuBaroIas)
nporpamMmma

Utility — ytunura

Utilized — ucnionb30Barh

\Y%

Validation — noarBepxkaeHUEe COOTBETCTBUS

Validity — 1eiicTBUTENbHOCTh, 3aKOHHOCTh, BECKOCTh, 000CHOBAHHOCTh
Value — 1€HHOCTb, CTOMMOCTH II€HAa, 3HAYEHUE, BEJIMYMHA, OILICHUBATH,
LIEHUTh, of value — 1eHHBIN

Vanish — ncue3atb, CTpEMHUTHCA K HYJIIO

Variable — nepemMeHHbIl, HEMOCTOSHHBIN; IEPEMEHHAS BEIMUUHA
Variety — pazHooOpasue, psii, MHOXKECTBO, Pa3HOBUIHOCTh

Vector graphic — BekTopHas rpaduxa

Vehicle — nr00oe cpeACcTBO NMEpPEIBUKEHHUSI; CPEACTBO PACIPOCTPAHECHUS;
cpena, IpOBOJIHUK

Velocity — ObIcTpoaeiicTBHE

Vendor — mocTaBIIUK

Verbose — moapoOHbIit

Verge — kpaii, npenen, on the verge of Ha rpanu

Verification — nmpoBepka NOJIHOMOYH, MOJITBEPKIACHUE

Verify — noarBepxaarh, y10CTOBEPSITh, TPOBEPSATH

Veritable — HacTOSIIMIA, ICTUHHBIN

Versatile — MHOrOCTOpOHHUHM, THOKUI

Version control — ynpaBnenue

Versus — npoTHUB, B CPaBHEHUU C, B 3aBUCUMOCTHU OT

Vertical speed indicator — yka3zaTeiab CKOpOCTH HAOOpa BHICOTHI
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Very-High Frequency Omnidirectional Range (VOR) — BcenampaBiieHHBIN
a3uMyTalibHBIN paguoMask Y KB nuanazona VOR

Virtual memory — BUpTyajibHasi HaMsTh

Visible — BUIuMMBbIN, 3aMETHBIN, SBHBIN

Vision — 3peHue, NPOHUKHOBEHUE, MPOHUIATEILHOCTh, MPEABUICHUE, BUJ
Visual — 3puTenbHblid, BAAUMBIN, HATJISTHBIN

V-model — V-moaens (pa3paboTka 4yepe3 TeCTUPOBaHUE)

Vocational — npogeccuoHanbHbIN

Voice actuation (activation) — BKJIIFOYSHHE TOJIOCOM

Void — nmycToil, He3aHATHIN, JIUIIEHHBIA, TyCTOTa

Volatile — neryunii, ObICTPO UCHIAPSIOIINICS, HETIOCTOSIHHBIN, N3MEHYUBBIN
Volume — 00beM, Macca, MPOCTPAHCTBO; TOM, KHUTA

Voluntary — 100pOBOIBHBIN, COZHATENbHBIN, YMBIIIJIEHHBIN, IPOU3BOJIbHBIN
Vulnerability — ys3BumMocTsb

W

Want — He#ocTaTOK, OTCYTCTBHE, HEOOXOAMMOCTB; JKeJIaTh, XOTETb,
HEJI0CTaBaTh, HyxaaThcA (for)

Warrant — 1) rapantupoBarh, MOJATBEPKAATh, ONPABABIBATH; 2) TapaHTHS,
OCHOBAHHUE, ONPABIAHUE

Waterfall model — xackannas mozaens (Bogomnan)

Web development — BeO pazpaboTka

Web publishing — onsnaiin nyoiukanuu

WEB-project — UHTEpHET-TIPOEKTHI

Weight — 1) Bec, rpy3, 3HaueHUE, BIUSIHUE; 2) HArpy»aTbh, MPUJIaBaTh BEC
CHITY

White-box testing — TecTUpOBaHHE Ha OCHOBE CTPATETHUU OEJIOTO SIIUKA
Wideband — mmpokononocHsIi

Wi-Fi (Wireless Fidelity) — ¢opmar nepenaun mudpoBbIX AaHHBIX IO
paaroKaHagam

Wire splicing — coeiMHEHHE TPOBOJIOB, CPAIIMBAHUE TPOBOIOB

Wired network — mpoBojiHast cE€Th

Work piece — neranp

Work station — paGodast cTanius

Workgroup — pabouas rpynmna

Workshop — mactepckasi; iex; cekuus, CEeMUHap

Worthy — nocToiinblii, 3acmyXKuBaromuii (BHUIMAHUS U T.11.)

Y
yardstick — Mepa, Mmepka; kpurepuii
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yield — maBarh, MPOM3BOAUTH, YCTYIaTh, MOAAABATHCS; MPOAYKT, BBIXOZ,
MOIIHOCTb

yoke — OTKJIOHAIOIIAsICS KaTylIKa; OTKJIOHsromasics cuctemMa, OC

Y modem — NpoTOKOJI ACHHXPOHHOU CBA3U

Y scrolling — BepTUKaNbHBIA CKPOJUIMHT, BEPTUKAIBHOE MTEpEMELLIEHUE

Z

zap — CTUpaHUE, 3aTUpaHUEe, YHUYTOKCHHUE, CTUPATh, 3aTUPATh, YHUYTOXKATh
zapping — BBIT'OPaHUE KOHTAKTOB

zip — pe3Kuii 3ByK; MTHOBEHHOE IepeMEIICHHE; TepedpachiBaTh

zoom button — KHoMKa TpaHC(OKalKU, KHOIIKa MacIITa0uPOBAHUS

ZOOm-in — YBEJIMYEHHE pa3MEpPOB H300paK€HUs; zoOm Iin —yBEJIUYUBATH,
pacKphIBaTh

Z0Om-out — yMEHBILIEHHUE Pa3MEPOB U300paKeHUs

zoom out — yMCHbIIIATh, 3aKPbIBATH

zoom setting — ycTaHOBKa Maciirada
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